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ABSTRACT

Educational interventions are often shown to be effective in lab or pilot RCTs,

but then subsequently fail to retain their treatment impact when applied at scale.

This dissertation consists of three field experiments, each evaluating the impact

of an educational intervention. The common thread in each of these is that the

interventions I evaluate have at least one element that makes them more feasible

to scale relative to similar interventions.

In the first chapter, I conduct a large-scale field experiment on learning by

teaching. While previous interventions show evidence of “learning by teaching” in

lab settings, this study tests the impact in a field setting over an 8-week period.

Classrooms are randomly assigned to have students (1) create explanation videos,

(2) complete passive practice problems, or (3) placed in a control condition. The

explanation treatment improved short-run scores by 0.17 SD and long-run grades

by 0.07 SD relative to the practice-problem group. Notably, while both treatment

groups improved relative to control, only the explanation treatment improved per-

formance on novel problems, suggesting that explaining concepts enhances one’s

ability to understand deeply and generalize concepts.

In the second chapter, I evaluate the impact of an in-school tutoring program.

While schools aim to have both “high dosage” and “small groups”, budget con-

straints make it infeasible to deliver small group tutoring frequently at scale. In

this paper, I test the relative importance of group size (quality) versus tutoring

frequency (quantity). Students at a middle school were randomly assigned to ei-

ther 1) a control condition, or to receive in-school math tutoring 2) twice a week

in 2-student groups, or 3) three times a week in 3-student groups. Importantly,
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the total cost per student is the same in both treatment conditions. I find that

the 2-student group tutoring led to a significant improvement in math skills (0.23

SD), whereas the equal-cost, more frequent tutoring in the 3-student groups did

not lead to a significant improvement in math skills.

In the third chapter, co-authored with Ariel Kalil and Susan Mayer, we evalu-

ate an intervention to increase attendance at preschool parent engagement events.

We designed an intervention using a combination of financial incentives and two

tools from behavioral economics: loss-framing and reminder messages. The treat-

ment parents were given a loss-framed $25 per event incentive to attend 8 events

sponsored by their preschools, as well as weekly text message reminders about the

events. Relative to other similar RCTs, our smaller financial incentive is more

feasible to implement at scale. We find no extensive margin treatment effect: the

intervention did not increase the fraction of parents who attended at least one

event. However, we find a 32% intensive margin treatment effect. This tells us

that while behavioral tools can help already-involved parents engage more with

preschools, they are not enough to reach disengaged parents. This study was

recently accepted for publication in Applied Economics.
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CHAPTER 1

WHEN THE STUDENT BECOMES THE MASTER

1.1 Introduction

Suppose that Jenny is a typical student who puts a modest amount of effort

in school. Her friend, Jack, asks Jenny for help with the most recent homework

assignment. As Jenny attempts to help, she realizes that she did not understand

the material as well as she thought. Jenny engages more with the material, and

through the process of generating explanations for Jack, Jenny comes to under-

stand the concepts more deeply.

As modern economies increasingly rely on human capital for growth, economists

have sought ways to develop human capital efficiently (Fryer, 2017). While economists

have widely documented “Learning by Doing” (Arrow, 1962) in the context of firm

production, it is not clear how this can be leveraged to improve human capital

development for students. In this study, I propose that teaching is the “doing”

that can lead to deep and efficient student learning. The problem is that the

Jennys of the world typically do not have a friend asking them for help for every

homework assignment. Is there a scalable way to provide students like Jenny more

opportunities to engage in “doing” math?

In this paper, I test the impact of creating weekly math explanation videos on

students’ math skills. I conduct a field experiment in partnership with 20 public

middle and high schools in the Midwestern United States during the spring 2024

semester. Math teachers at these schools who taught multiple periods (sections)

of the same math class were invited to enroll their classrooms in the study. For
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each teacher, their class periods were randomly assigned to 1) Control, 2) “Passive

Task”, and 3) “Video Creation” conditions. Upon enrollment, all three class periods

were given a baseline math assessment and survey, and then a post-test after

three months. The control classroom had business-as-usual homework assignments

between the baseline and post-test. The “Passive Task” classroom was assigned

one weekly PSAT1 math question (hereafter, “Task”) on Google Form, in addition

to their regular homework assignments, for eight weeks. The “Video Creation”

classroom was assigned the exact same weekly PSAT math question on the same

schedule as the “Passive Task” classroom, with a sole difference: the Video Creation

classroom’s tasks asked them to create a video explaining their solution to the

task to a hypothetical student. Students submitted their videos directly to their

teachers via Flipgrid, Google Drive, Google Form, etc. based on the teacher’s

preference. This study enrolled 128 classrooms, for a total of 2,523 students.

The post-test at the end of the intervention contained 15 PSAT questions

on topics that were relevant to the intervention “Tasks”. A subset of these (6

questions) were exact Task questions that students in the Passive Task and Video

Creation groups were assigned (hereafter, “Task Questions”). The rest (9 questions)

were PSAT questions not previously assigned, but which still assessed the topics

covered by the intervention Tasks (hereafter, “Novel Questions”).

I find that the overall average completion rate across all students and tasks in

the Passive Task classrooms was 84%, whereas that of the Video Creation class-

rooms was 62%. This difference might be expected given that the effort required

to complete a task is higher for the Video Creation classrooms than the Passive

1. in some cases, questions were taken from the ACT, SAT, or middle school state tests
depending on the grade level and topic covered in that teacher’s class
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Task classrooms. I estimate an Intent-to-Treat (ITT) effect of the treatment on

overall math class grades and the post-test score, including a breakdown of perfor-

mance on the “Task Questions” and “Novel Questions” subsets of the post-test. I

find that relative to the Passive Task treatment, the Video Creation treatment led

to a statistically significant improvement in both overall math class grade (0.07σ)

and post-test score (0.22σ). There was no significant difference in either outcome

between the Passive Task and the control groups. Further, when considering the

“Task Questions” and “Novel Questions” subsets of the post-test, I find that the

Video Creation group outperforms the control and Passive Task groups for both

types of questions, whereas the Passive Task group only outperforms the control

group for “Task Questions” but not for “Novel Questions.” This implies that the

Video Creation treatment was particularly effective at helping students generalize

what they learned.

One potential mechanism driving the overall treatment effect might be the

total amount of effort that a student would choose to spend on math as a result of

being assigned the Video Creation task. On the one hand, the video creation might

sufficiently motivate students to put in additional study effort beyond the time it

takes to record themselves solving the problem. On the other hand, students

might have an inelastic total amount of time that they would spend on math

(Cotton et al., 2020). In this case, the time it would take to record themselves

solving the math problem would take away from the time they spend preparing.

To disentangle these potential mechanisms, I estimate a proxy for student effort

for each task. Below the text of the Task problems, I provided a link to a “help”

video on YouTube for each task that explains the solution to a similar problem.

While the help video for each task was identical for the Passive Task and Video
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Creation classrooms, I could track the total number of clicks on the help video

separately for each classroom. I estimate the probability of clicking on a help

video for any given task to be 11% for the Passive Task classrooms, and 25% for

the Video Creation classrooms. This difference was statistically significant, and

highlights that asking students to create videos could be way to induce student

effort.

Unlike many cluster RCTs in education that randomly assign a treatment at

the teacher or school level, the design of this experiment allows for the estimation

of a “teacher-level” treatment effect. This is because the random assignment of

classrooms was stratified by teacher, implying that every teacher has both a “Pas-

sive Task” and “Video Creation” classroom. This yields a distribution of treatment

effects, and I find that the treatment effect of Video Creation relative to the Passive

Task was positive for approximately 80% of teachers, and negative for 20%.

It is not obvious that the Video Creation task should lead to a positive im-

pact on math skills relative to the Passive Task because of the lower likelihood

of students completing the Video Creation task. If the completion rate for the

Passive Task is sufficiently higher than the Video Creation task, we might expect

a negative Intent-to-Treat effect on math skills. For instance, if most students

in a teacher’s Passive Task classroom complete their tasks, but virtually no stu-

dents in that teacher’s Video Creation classroom complete their tasks, then we

would expect students in the Passive Task classroom to have a greater improve-

ment in their math skills than those in the Video Creation classroom. I leverage

the aforementioned distribution of “teacher-level” treatment effects to explore the

relationship between relative task completion and treatment effect. I measure the

“relative compliance rate” as the task completion rate in a teacher’s Video Creation
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classroom minus that of their Passive Task classroom. I find a statistically sig-

nificant, positive correlation between the relative compliance rate and treatment

effect. This suggests that the effectiveness of the Video Creation treatment de-

pends on a teacher’s ability to induce their students to create videos. It might also

suggest that for the sake of maximizing student welfare, teachers who are unable

to induce students to create videos might be better off switching to the passive

task.

This work relates to recent laboratory experiments in behavioral economics

that show that people are substantially more likely to learn things they discover

on their own as opposed to hearing from others (Conlon et al., 2022), as well as

work showing that students benefited from being asked to “give advice” via a short

survey (Eskreis-Winkler et al., 2019). This also contributes to our understanding

of how humans “transfer” knowledge to new situations. The cognitive science lit-

erature denotes different stages of “generalizing” knowledge, where the initial step

is to recognize a “new problem” as one similar to a familiar scenario, followed by

creating a mental map between the familiar and new scenario, and finally using

that map to solve the new problem (Samat et al., 2019). A part of what might

hinder this knowledge transfer is the ability to retrieve memory of the familiar sce-

nario (Bordalo et al., 2020, 2021). Another hindrance might be not understanding

the structure of the original problem well enough to be able to create the “map”

between the old and new scenario (Ahn et al., 1992). In this experiment, I showed

that students who did the passive task were able to retrieve the memory of those

tasks because they outperformed the control group, but only the students who

created videos were able to outperform the control group on “new scenario” ques-

tions. This might suggest that memory retrieval is not the issue, but rather the
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video creation process helps students understand the structure of the problem well

enough to be able to make the requisite “mental map” relating their knowledge of

the topic to the “new problem,” thereby generalizing what they had learned.

This also contributes to the literature on scaling in economics. Many inter-

ventions that have large positive impacts in the lab often fail to replicate when

brought to the field (List, 2022). While lab studies indicate the potential for im-

proving outcomes through “learning by teaching”, this study presents a way to

successfully implement this idea in a large-scale field setting to improve non-lab

outcomes. Similarly, qualitative and lab studies in education research highlight the

importance of engaging students in “active learning” to improve outcomes (Bonwell

and Eison, 1991; Freeman et al., 2014; Markant et al., 2016). However, there has

been mixed success with implementing active learning strategies in classroom set-

tings, sometimes resulting in a negative effect relative to the status quo (Berlinski

and Busso, 2017). Given the challenge in asking teachers to change the way they

teach, this study shows that a lighter-touch intervention that simply adds a few

assignments might be a more reliable way to engage students in active learning

such that the effect holds at scale.

This also relates to the work by labor economists on motivating students. Pro-

vision of high-quality resources alone does not guarantee utilization by students

who would benefit (Robinson et al., 2022). It is even difficult to motivate students

when providing financial incentives (Brownback and Sadoff, 2020; Burgess et al.,

2021; Fryer, 2017; Sadoff, 2014). One reason why financial incentives on “outputs”

such as test scores might not be effective is because students might not know how

to convert inputs (i.e. studying) into outputs (Cotton et al., 2020). Nevertheless,

student motivation to put forth effort can also play a role in test performance
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(Gneezy et al., 2019). In general, incentivizing inputs is more reliable than incen-

tivizing outputs (Gneezy and List, 2013). This study contributes to this literature

by highlighting a way to incentivize student effort without the use of financial in-

centives. Randomly assigning students to create videos doubled their likelihood of

using the “help video” resource, which indicates a substantial difference in student

effort. This treatment might therefore be a more scalable way to induce student

effort as it does not require schools to budget for prizes or financial incentives for

students.

Finally, in a world where Generative Artificial Intelligence (GenAI) such as

Large Language Models (LLM) like ChatGPT are more commonplace, a common

concern is that students can now easily put in less cognitive effort in tasks com-

pleted at home, where LLM usage cannot be monitored. This study shows that

video creation at home is one type of homework assignment that could mitigate

this concern, given the finding that students are more likely to put in effort in

this task than the passive-task counterpart. Another contribution of this study

is to highlight the potential downside in plans to scale up tutoring provision by

replacing human peer tutors with LLMs. Doing so would lead to a loss in potential

human capital gains by the would-be peer tutors, and quantifying this is necessary

for a full cost-benefit accounting of such plans.

This paper is organized as follows. Section 2 discusses the prior work on learn-

ing by teaching and the rationale for this intervention. Section 3 presents a the-

oretical framework of student effort choice. Section 4 describes the experimental

design, and Section 5 shows the results. I discuss mechanisms and the distribution

of treatment effects in Sections 6 and 7 respectively, and conclude in section 8.

7



1.2 Background

1.2.1 Prior Evidence for Learning by Teaching

Conceptually, teaching may lead to more learning than traditional techniques

because teaching may be more engaging in two different senses. First, teaching

may lead people to spend more time and effort with academic content. This

might happen if the teacher altruistically cares about the learner’s outcome, or if

they socially care about the learner’s perception of the teacher’s abilities. Second,

teaching may force the teacher to engage more actively with the content, including

thinking about the content in different ways as part of thinking through how to

communicate that idea to someone else.

Evidence for “learning by teaching” primarily comes from lab settings, but

the extent to which the treatment effect generalizes to the field is unclear. Lab

studies have shown that students score better on a quiz when they are preparing

to tutor someone, as opposed to preparing for a quiz (Fiorella and Mayer, 2013;

Guerrero and Wiley, 2021). Students are randomly assigned to either a control

condition or a “tutoring expectation” condition. Control participants are told that

they have 10 minutes to study for a quiz on a physics topic (the Doppler Effect)

and are provided with study materials. The treatment participants are told that

they have 10 minutes to prepare to tutor someone on the Doppler Effect, and are

given the same study materials that the control group is provided. However, the

treatment group is then given a quiz rather than actually tutoring someone (they

are debriefed about this deception afterward), and the authors find a significant,

positive effect on the quiz score. This sheds light on a mechanism through which

tutors might learn from tutoring: they prepare more deeply before their tutoring
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sessions. While this evidence is suggestive that students might learn by tutoring, it

is not clear whether the results from this lab setting would generalize to the field.

In particular, the impact measured in the lab is from a single preparation session,

and the effect might not be sustained over an entire semester. Additionally, if

students in a field setting choose not to review content before tutoring, then the

results of the study would not apply.

There have not been many field experimental studies that have identified the

effect of tutoring on the tutor’s knowledge. Those that do often suffer from sub-

stantial identification threats. For instance, some studies on peer tutoring mea-

sure what students learn after both receiving and providing tutoring to a peer

(De Backer et al., 2012; King et al., 1998). These designs measure the improve-

ment in skills over time (pre-post design), but do not have a “control group” of

students that do not engage in the activity. 5th grade students in Greene et al.

(2018) were assigned to tutor 3rd and 4th graders. The 5th grade students were

randomly assigned to either receive training or not receive training prior to this tu-

toring. However, there was no random assignment to a control group (5th graders

who did not tutor), and therefore the study is not designed to identify the effect of

tutoring on the tutor’s knowledge. AbdulRaheem et al. (2017) randomly assigns

a single classroom from one school to control and a single classroom from another

school to a peer-tutoring treatment. This design makes it impossible to disentan-

gle the treatment effect of peer tutoring from the teacher-, classroom-, or school-

fixed effects.

Mitchell et al. (2016) does randomly assign 4th grade students to either a con-

trol condition or a condition where they tutor a 2nd grade student (with or with-

out training). The teacher decided the student-tutor pairs based on personality
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matches, which in and of itself is not a threat to internal validity. The researchers

found that while the 2nd grade students benefitted from receiving tutoring, the

4th grade students did not benefit from providing tutoring. The biggest issue with

this study is the sample size. With less than 15 students per treatment arm (43

4th grade students for three experimental conditions), the study is underpowered

to detect modest treatment effects.

Two studies attempt to identify the impact of tutoring on learning by ran-

domizing which subject a student tutors. Romero et al. (2022) studied cross-age

tutoring within a primary school in Kenya. The sample size is large, and the out-

come is the tutor’s own grades. They find that the tutors had little impact on their

own test scores from tutoring math (as opposed to tutoring English). Noteworthy

here is that there is a 5-year gap between the tutor and student. This might be

too large of a gap to expect the tutor’s own math performance (5th grade) to

improve from tutoring the student (1st grade), especially because the tutors are

self-selected high performers. Fuchs and Malone (2021) assigned master’s students

in education to tutor either Math (n = 25) or English (n = 17) to elementary

school students. However, the assignment was based on scheduling constraints

rather than random assignment. They find large effects (0.5 to 0.75 SD) for an

assessment on the math topic that was tutored (fractions).

1.2.2 Rationale for Video Creation as an Intervention

Given the effectiveness of learning by teaching in lab settings, we might wonder

why this is not already universally used as a tool for human capital development

in schools. While there have been calls for universal school-wide peer tutoring
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programs, few exist (Kraft and Falken, 2021).

One reason might be that only the type of person who chooses to teach would

benefit, or what economists call “selection on gains.” However, it might be the case

that the benefits from teaching are universal, yet only a select few engage in the

activity. For instance, it might be the case that while everyone would benefit from

providing peer tutoring, only students near the top of the achievement distribution

are asked to provide peer tutoring. If this is the case, then making the opportunity

to provide peer tutoring universal would help mitigate the achievement gap.

There are at least three barriers that could explain why peer tutoring programs

are not widespread. 1) It is logistically difficult to coordinate peer tutoring sessions.

Scheduling synchronous sessions in a way where most students have an opportunity

to provide tutoring takes considerable effort, and this high transaction cost may

not be worth the perceived benefit. 2) Programs designed to give peer tutors the

opportunity to learn might not be ideal for the students receiving tutoring. The

tutoring programs with the highest impact on students are ones where screened

professionals provide the tutoring (Nickow et al., 2020). This implies that the

opportunity cost for students receiving tutoring from an untrained peer might be

too high to justify their participation. 3) Students might be unwilling to engage

in an activity that reveals their academic ability to their peers. Prior work has

shown that making academic effort publicly visible to students’ peers can have an

adverse impact if students highly value their social status (Bursztyn et al., 2019).

An intervention that overcomes these concerns is one where students create

video explanations to a hypothetical peer as homework assignments. 1) The asyn-

chronous nature of this task mitigates the need to coordinate schedules, making

participation more feasible. 2) The risk that the recipient of tutoring might re-

11



ceive a lower quality experience than alternative uses of their time is no longer a

concern. 3) Adverse peer effects are avoided because the audience is the teacher

rather than peers. This intervention might not capture all of the benefits that

synchronous peer tutoring might entail. For instance, if the back-and-forth inter-

action in peer tutoring leads to a substantial impact on the tutor, then this video

creation intervention misses out on this benefit by only focusing on the “initial

explanation” phase (Kobayashi, 2022). Additionally, if the tutor’s motivation to

put effort into their tutoring stems from caring about the student’s outcome, then

this intervention would not capture this benefit because the audience of the video

is a hypothetical rather than an actual peer. Despite this lower potential benefit,

the video creation intervention might still have a high benefit-cost ratio because

of its low cost and potential for scalability.

1.3 Theoretical Framework

This section describes a model of “learning by teaching” that highlights mech-

anisms as well as potentially adverse affects. I also describe a model of peer

tutoring, highlighting the tradeoffs from introducing AI tutoring, in part because

of the learning loss from the tutors themselves if they are replaced with AI tutors.

1.3.1 A Model of Student Effort Choice

I adapt the worker effort framework in DellaVigna et al. (2022) to describe

student i’s optimal effort as a function of grade incentives, the cost of effort, and
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a social preference parameter A. The utility function to maximize is:

u(ei) = p · ei − ci(ei) + A · ei

Where ei is the amount of effort, the piece rate p > 0 is the incentive in the form

of class grades, ci(·) is the cost of effort for student i, and A is a social parameter

that reflects how much you care about others (i.e. altruism) or their perception of

you (i.e. social image). I assume that effort maps one-to-one to observable grade

outcomes. A unique solution is guaranteed by assuming c′() > 0, c′′() > 0, and

lime→∞ c′(e) = ∞. The first order condition to this maximization problem is:

0 = p− c′(ei) + A

c′(ei) = p+ A

ei = (c−1)′(p+ A)

Now, suppose there are two types of effort that a student can choose to engage

in. I denote e1 as receptive effort and e2 as generative effort, which signifies the

type of learning the student is engaged in (passive versus active). Generative effort

is effort that results in generating an output, such as an explanation, as opposed

to receptive effort, which might involve reading an explanation. The piece-rates

associated with receptive and generative effort are p1 and p2 respectively, where

p2 > p1. The cost functions associated with receptive effort and generative effort

are c1(·) and c2(·) respectively, where c2(e) > c1(e), ∀e. Students are aware that

generative effort has a higher benefit, but also that generative effort has a higher

cost. The cost functions for these efforts can vary for each student, which can
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result in different levels of investment of each type of effort among students that

face the same grade incentives. For now, I assume that the costs and benefits of

each type of effort type are independent from each other.

Suppose that a teacher is considering two alternative assignments where the

student’s work will be visible to the teacher. One assignment (T = 0) is a direct

function of receptive effort e1, and the other assignment (T = 1) is a direct function

of generative effort e2. This results in the following utility maximization problem:

max
e1,e2≥0

u(e1, e2) = p1e1 + p2e2 − c1(e1)− c2(e2) + A(e1 · 1T=0 + e2 · 1T=1)

For a student who is assigned task T = 0, where receptive effort is socially

incentivized, the optimal level of e1 effort is e∗1 = (c−1
1 )′(p1 + A). For a student

who is assigned T = 1, where generative effort is socially incentivized, the optimal

level of e2 effort is e∗2 = (c−1
2 )′(p2 + A). Note that if no socially visible task is

assigned, then the optimal effort values are e∗1 = (c−1
1 )′(p1) and e∗2 = (c−1

2 )′(p2).

For students who are assigned T = 0, there is no change in the optimal value of

e2 relative to receiving no socially incentivized task. The change in optimal effort

e1 relative to no socially incentivized task is ∆e1 = (c−1
1 )′(p1+A)−(c−1

1 )′(p1) > 0.

For students who are assigned T = 1, there is no change in the optimal value of

e1 relative to receiving no socially incentivized task. The change in optimal effort

e2 relative to no socially incentivized task is ∆e2 = (c−1
2 )′(p2+A)−(c−1

2 )′(p2) > 0.

In other words, relative to being assigned T = 0, a student being assigned T = 1

results in them exerting a higher level of e2 effort, but a lower level of e1 effort.

This implies that a treatment that socially incentivizes generative effort relative to

a counterfactual of incentivizing receptive effort could result in a negative treatment
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effect if ∆e2 is sufficiently smaller than ∆e1. That is, a student might be better off

being assigned a receptive task rather than a generative one if the receptive task

results in a substantial increase in receptive effort, whereas the generative task

results in a small increase in generative effort. This would depend both on the

student’s relative costs of generative and receptive effort, and also on the mapping

between each type of effort and math skills (or utility) outcomes.

1.3.2 Effort Complementarity

The previous section assumes additive separability in the cost and benefit of

the two effort types. Dropping this assumption implies that the two components

of effort could be either substitutes or complements in production. Students might

view the total amount of time spent on math as relatively inelastic (Cotton et al.,

2020). If that is the case, then the two types of effort might be treated as sub-

stitutes. This would imply that being assigned a generative task such as creating

videos might make you invest less effort in receptive tasks such as watching videos.

On the other hand, a student may view these two types of effort as complementary.

In this case, being assigned a task requiring generative effort would make them

more likely to also engage in receptive effort. That is, being assigned to create a

video would make them more likely to watch a math video as well.

1.3.3 Skill Transfer

Suppose the skill variable y has two components, y1 and y2 corresponding to

local and generalizable skills respectively. y1 refers to knowing how to do something

exactly a certain way, whereas y2 refers to one’s ability to generalize how to do
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tasks similar to ones they know. The work in cognitive psychology implies that

active learning effort (e2) is a pre-requisite to develop generalizable (y2) skills

(Ahn et al., 1992; Boaler et al., 2022). This would imply that ∂y2
∂e1

= 0. This

implies that the likelihood of the aforementioned negative treatment effect of being

assigned to teach someone is much lower for generalizable skills, and also that the

counterfactual passive task treatment would not have a positive treatment effect

on the y2 component of skill.

1.3.4 A Model of Peer Tutoring

Suppose a school has a population of N students, and of these τ have the ability

to serve as peer tutors. Each tutor has the capacity to tutor g students. Suppose

that τ + gτ < N , implying some students do not receive tutoring in equilibrium.

There is a distribution of “benefits from tutoring” amongst the N − τ students

who are not peer tutors, and the way to select the gτ students who receive tutoring

is simply by selecting those with the highest benefit.

Now, suppose that AI Tutoring is introduced, which allows for all remaining

(N−τ−gτ) students to receive tutoring. Assume this benefit is quantifiable. While

this benefit may seem to come at no cost, there might be a substitution where some

human tutoring amongst the gτ students gets switched to AI tutoring. Even if

the quality of AI tutoring is the same from the students’ perspective, the tutors

would lose out on skill development. This negative effect should be factored in

when estimating the total impact of AI tutoring.

Additionally, suppose that γ percent of the students who don’t otherwise choose

to get tutoring are “cheaters”, where they would use the AI tutoring as a way to
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get answers to homework questions and reduce their cognitive load of studying at

home as a result of having access to this AI tutoring. This decrease in their own

learning would impact performance on in-school administered tests, and thus be

quantifiable.

This implies that the introduction of AI tutoring would need to weigh the

benefit of the students who now get tutoring that previously could not with the

costs of 1) decreased learning opportunities for the peer tutors themselves, and

2) decreased skills for those who would now lessen their own at-home effort as a

result of having access to AI tutoring.

This project conducts a “learning by teaching” intervention in a way that pro-

vides an estimate for cost (1) describe above, but also explores whether cost (2)

could be mitigated by assigning an at-home task that is more difficult to “cheat”

on, thus inducing more student effort relative to a passive task where AI could do

all of the work.

1.4 Experimental Design

1.4.1 Sample and Recruitment

District and School Recruitment

During December 2023 and January 2024, I recruited school districts via emails

to the superintendents. Emails were sent to all districts with at least 5,000 students

in Illinois, Wisconsin, Iowa, Michigan, and Ohio. I sent 371 emails and received

94 replies, of which 29 indicated interest in learning more. Of these, 13 agreed to

participate and shared information about the study with middle and high school
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math teachers. The most common reasons for districts not being able to participate

were scheduling conflicts with other school improvement initiatives and extensive

research review processes that would not fit in our timeline for the current school

year.

The characteristics of participating school districts varied widely. The average

percentage of students on Free or Reduced Lunch was 41%, and ranged from 8% to

93%. The high school graduation rates varied from 72% to 98%, with an average

of 88%.

Teacher Recruitment

Next, math teachers at participating school districts were sent an interest form

with information about the study. Teachers who taught at least two periods (sec-

tions) of the same math class were eligible. Teachers received $500 for their effort

in helping implement the study. Recruitment took place on a rolling basis between

February 5th and March 8th, 2024. In total, 47 teachers filled out the interest form,

of which 41 teachers chose to proceed with the study after learning more. Of these

41, 28 were high school teachers and 13 were middle school teachers.

Finally, teachers distributed parent permission forms to all students in their

classes. The permission form indicated whether the students were allowed to take

a short survey with demographic information and their math background, as well

as whether the teacher could share identifiable data with the researchers (including

student-generated videos). Students whose parents did not give permission still

participated in the tasks according to their class period, but they did not take the

survey and only de-identified data was shared for these students.
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1.4.2 Randomization

Random assignment was done at the class period level, stratified by teacher.

Individual-level randomization is difficult to implement because the treatment in-

volves assignments given at the classroom level. SUTVA violations (List, 2024a)

might especially be a concern for individual-level randomization in this context.

Teachers were eligible to enroll their classes in the study if they taught at least

two periods (sections) of the same math class. If they taught exactly two periods,

then one was randomized to the “Video Creation” treatment and the other to the

“Passive Task” treatment (see Section 1.4.3 for a description of these treatments).

If they taught three or more periods, then they were randomized to 1) Video

Creation, 2) Passive Task, and 3) Control as long as each period had at least 15

students. If there were fewer than 15 students in a period, then the smaller two

periods were treated as a single unit for the purpose of randomization (See the

Pre-Analysis Plan2 for the full description of the relative class size cutoff algorithm

used to determine random assignment). This was done to ensure that there was

sufficient power to detect differences between the Passive Task and Video Creation

treatments, with the pure control classrooms being an additional comparison arm

in case enough teachers with more than two periods were recruited.

Randomization occurred after all students in a teacher’s class periods took a

pre-test consisting of consisting of 15 multiple-choice questions taken from either

the PSAT, ACT, SAT, or grade-level state standardized math test. The questions

were chosen based on the topics the teachers indicated they planned to cover be-

tween March and May 2024. This in-class pre-test was 25 minutes, and teachers

2. https://www.socialscienceregistry.org/trials/11884
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administered these on a rolling basis between March 4th and March 29th. Ran-

domization occurred on a rolling basis after all the pre-tests were completed for

each teacher.

1.4.3 Treatment Description

Each week, teachers assigned students in their Passive Task classroom a PSAT

(or in some cases ACT, SAT, or grade-level state test) question to complete for

homework via Google Form. Teachers had some discretion on whether to skip

weeks or whether to have two tasks in the same week depending on their preference

and alignment with their curriculum. Teachers gave input for the topics that they

preferred that the tasks covered, and the researcher selected questions from a pool

of aforementioned standardized test questions. Teachers also had discretion on

how they incentivized the task, with the recommendation being that it be for

completion credit. While most teachers followed this, some were unable to do so

because of school-wide policies that disallowed the use of homework for credit.

Below the Task question on each weekly Google Form, students were provided

with a link to a “help” video on YouTube that explained the solution to a similar

problem. These videos were selected by the researcher. In some cases where no

videos were easily available, a video was created for the purpose of this study.

The videos were shared on the Google Form in a bitly3 link, which allowed the

researcher to measure the total number of clicks on that link. While it was not

possible to measure whether an individual student clicked on the link, the bitly

link was unique for each classroom for each task. As pre-registered, I use this

3. https://bitly.com/
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information to determine the probability of clicking on the link for each student.

An example of this is shown in Figure 1.1.

Figure 1.1: Example of Passive Task

In the Video Creation classrooms, the teachers assigned the same weekly task

on the same schedule as their Passive Task classrooms. The only difference was that

their Google Form asked them to submit a video explaining the solution. Teachers

chose the exact mechanism by which students submitted their video depending on

the teacher’s preference. Most teachers used FlipGrid to collect student videos.

Some teachers used Google Form directly, or asked students to send the video

via email or uploading to a Google Drive folder. The Google Form for the video

creation classrooms also had the same YouTube help video, but with a different

bitly link that allowed for a separate identification of the number of total clicks in

the Passive Task versus Video Creation classrooms. An example of this is shown
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in Figure 1.2.

Three teachers assigned this as an in-class activity because their school did not

allow for assigning homework. As pre-registered, these three teachers were dropped

after it was determined that an exception could not be made for the purpose of

this study.

Figure 1.2: Example of Video Creation Task
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1.4.4 Outcomes

Two outcomes I use to estimate math skills are: 1) Semester 2 math class grade,

and 2) A 15-question post-test, consisting primarily of PSAT and ACT questions,

on the topics related to the Tasks for that teacher’s classes. This 15-question test

included 6 questions that were taken from the exact assigned Task questions, and

9 additional questions that were not exact task questions but covered the same

topics.

The two secondary outcomes that shed light on mechanisms are 1) the students’

self-reported math confidence, and 2) the students’ likelihood of viewing the “help”

video. The students’ likelihood of viewing the “help” video is a proxy for the

amount of effort they put into the task, and was measured as the number of total

clicks on their class period’s link divided by the total number of students in that

period.

1.4.5 Covariates

The teachers administered the pre-test along with a survey that asked about

students’ age, gender, race, math confidence, growth mindset, as well as past

experience with tutoring and video creation. Only students whose parents gave

active consent and identifiable data-sharing permission took the survey.

23



1.5 Results

Sample Attrition

Overall, about half of the students in the sample were women, 10% were black,

and 23% Hispanic. There are no significant differences in observable characteristics

by treatment condition.

Some students did not take the post-test at the end of the year, primarily due

to absences on the day the post-test was administered. While some teachers were

able to administer make-up tests for students who were absent on the post-test

day, others were constrained by final exam scheduling and chronic absenteeism

from students who missed both days. Given that the post-test is the primary

outcome variable, I consider a student to have dropped out of the study if they

did not take the post-test.

Using this definition of “drop out”, I measure the attrition rate as the fraction

of students who dropped out. The attrition rate was 13.6%, 13.0%, and 13.9%

for the control, Passive Task, and Video Creation groups respectively. There is no

significant difference in these attrition rates across treatment conditions.

Compliance

Given the additional effort required to create a video (Video Creation treat-

ment) relative to simply completing the google form (Passive Task treatment), we

would expect the task completion rate for the Video Creation students to be lower

than that of the Passive Task students. I define the task “completion rate” for each

student as a continuous variable between 0 and 1 that indicates the proportion of
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all 8 tasks that student completed4. I find that the overall task completion rate is

83.7% for the Passive Task students, and 62.4% for the Video Creation students.

When subsetting on only the students who did not attrite from the study, these

numbers are 87.8% for the Passive Task students and 66.5% for the Video Creation

students.

I additionally pre-registerd a binary “compliance” variable for each student that

has a value of 1 if the student completed at least half of the assigned tasks (i.e. if

the student completed 4 or more tasks if their teacher assigned all 8 tasks), and 0

otherwise. With this definition, the compliance rate for the Passive Task students

is 90.1% and that of the Video Creation students is 69.8%. When subsetting to

the students who did not drop out of the study, the compliance rate is 94.7% for

the Passive Task students, and 74.6% for the Video Creation students. While I use

these compliance rates to estimate a Local Average Treatment Effect (LATE) in

the appendix, the primary results I report in this study are Intent-to-Treat (ITT)

estimates because they are more policy-relevant.

1.5.1 Impact on Math Skills

The following regression was used to estimate the treatment effect on math

skills. This regression was pre-registered in the Pre-Analysis Plan5:

yi,t = β0 + β1Ti + β2Ci + β3yi,t−1 + τj + εi

4. a few teachers had to drop tasks and had fewer than 8. In these instances, the completion
rate is the total number of tasks that student completed divided by the total number assigned
by the teacher.

5. https://www.socialscienceregistry.org/trials/11884
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Here, yi,t is the value of outcome at the end of the experiment, yi,t−1 is the

baseline level of outcome, Ti is a binary indicator where 1 = either Video Creation

or Passive Task classroom and 0 otherwise, Ci is a binary indicator where 1 =

Video Creation task classroom and 0 otherwise, τj is the teacher fixed effect for

teacher j, and εi is the error term. Standard errors of coefficients are clustered

at the classroom level, because that was the level at which the treatment was

assigned.

Math Grades

Table 1.1 shows the treatment effect on the overall class grade, normalized

for each teacher and measured in standard deviation units. Class grades were

measured either on a percentage scale (0-100) or on a 4-point scale. Class grades

were unavailable for some teachers depending on the Data Use Agreement with that

district. Additionally, a few middle school teachers from one district had no overall

numerical course grades available due to district policy. With these restrictions,

normalized course grades were available for 1,603 students. Overall, I find that the

video creation treatment led to a statistically significant 0.068 Standard Deviation

increase in math class grade relative to the Passive Task treatment.

Post-Test Scores

Table 1.2 shows the main treatment effect on the PSAT post-test. The first

column shows the results for the full sample, indicating that the Passive Task

did not lead to a significant improvement in the Post Test score overall, whereas

the Video Creation treatment led to a significant impact compared to the Passive
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Table 1.1: Treatment Effect on Math Grades
(1)

Math Class Grade

Assigned Either Task 0.00288
(Passive or Video Creation) (0.0553)

Video Creation 0.0680**
(0.0315)

Baseline Grade Controlled Yes
Teacher Fixed Effects Yes
Observations 1,603

Note: The Assigned Either Task variable in the first row is binary with a value of 0 for students
in the control group, and a value of 1 for students in either the Passive Task or Video Creation
group. The Video Creation variable in the second row is binary with a value of 0 for students
in either the control or Passive Task group, and a value of 1 for students in the Video Creation
group. The outcome is the student’s overall math course grade for semester 2, measured in
standard deviation units. Clustered standard errors (at the classroom-level) are in parentheses.
*** p<0.01, ** p<0.05, * p<0.1.

Task.

For the first four teachers that participated, the post-test questions were chosen

by the teachers. These four teachers graded the post-test themselves and sent final

scores to the researcher, and a breakdown of how each student performed on each

question is unavailable. The second column excludes these four teachers, showing

the treatment effect for only the subset of students where the post-test grading

was automated on Google Form (Quiz Mode) and student performance on each

question is available.

The 15-question post-test included 6 questions that were exact intervention

questions completed by the Passive Task and Video Creation classrooms (Task

Qs), and 9 questions that covered the same topics, but had not been assigned as
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tasks (Novel Qs). The treatment effect on the subset of Task and Novel post-test

questions is shown in columns (3) and (4) respectively, using the same sample of

students as in column (2). The third column shows that there was a significant im-

pact of the Passive Task on the exact Task questions, and the fourth column shows

that there was no significant impact of the Passive Task on the Novel questions.

The Video Creation treatment has a significant impact relative to the Passive Task

for both types of questions.

Table 1.2: Treatment Effect on Post-Test
(1) (2)

Post-Test Post-Test

Assigned Either Task 0.113* 0.124*
(Passive or Video Creation) (0.0581) (0.0625)

Video Creation 0.216*** 0.167***
(0.0414) (0.0429)

Baseline Score Controlled Yes Yes
Teacher Fixed Effects Yes Yes
Observations 2,130 1,869

Note: The Assigned Either Task variable in the first row is binary with a value of 0 for
students in the control group, and a value of 1 for students in either the Passive Task or Video
Creation group. The Video Creations variable in the second row is binary with a value of 0 for
students in either the control or Passive Task group, and a value of 1 for students in the Video
Creation group. The outcome in Columns 1 and 2 is the 15-question post-test consisting of
standardized test questions that were relevant to the teacher’s curriculum. Column 1 is the full
sample, whereas Column 2 only contains teachers for whom a breakdown of the type of
post-test question is available. All outcomes are in standard deviation units. Clustered
standard errors (at the classroom-level) are in parentheses.
*** p<0.01, ** p<0.05, * p<0.1.
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Knowledge Generalization

For instruction to be broadly useful, it is important for students to be able to

generalize what they learn and apply it to other contexts, rather than learning

in a way that is akin to rote memorization (Bonwell and Eison, 1991). Cognitive

psychologists refer to this type of generalization as knowledge transfer (Samat

et al., 2019). One aspect of this transfer process depends on rote memory of the

initially learned concept, and another depends on understanding the concept well

enough to be able to create a map between the previously learned concept and a

new problem (Ahn et al., 1992).

Table 1.3 shows the impact of the Passive Task and Video Creation treatments.

These regressions are the same as those in columns (2)-(4) of Table 1.2, except

that Table 1.3 shows the treatment effect for each treatment relative to the control

group. Note that the treatment effect coefficients in column (1) are a weighted

average of those in columns (2) and (3). We see that the Passive Task leads to a

significant impact on the exact Task Questions relative to the control group, but

no significant impact on Novel Questions. On the other hand, the Video Creation

treatment leads to a significant impact on both exact Task Questions and on Novel

Questions. This highlights that while Passive Tasks might be effective at helping

students learn in a way that is akin to rote memorization, the Video Creation

treatment is effective at helping students learn in a way that allows for knowledge

transfer.
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Table 1.3: Treatment Effect on Post-Test relative to Control
(1) (2) (3)

Post-Test Task Qs Novel Qs

Passive Task 0.124** 0.183*** 0.0563
(0.0625) (0.0664) (0.0579)

Video Creation 0.291*** 0.354*** 0.187***
(0.0625) (0.0670) (0.0574)

Baseline Score Controlled Yes Yes Yes
Teacher Fixed Effects Yes Yes Yes
Observations 1,869 1,869 1,869

Note: The Passive Tasks variable in the first row is binary with a value of 1 for students in
Passive Tasks group and 0 otherwise. The Video Creations variable in the second row is binary
with a value of 1 for students in the Video Creations group and 0 otherwise. The outcome in
Column 1 is the 15-question post-test consisting of standardized test questions that were
relevant to the teacher’s curriculum. The outcome in Column 2 is the student’s score on the
subset of the post-test questions that were exact treatment tasks, while Column 3’s outcome is
the student’s score on the remaining questions on the post-test. All outcomes are in standard
deviation units. Clustered standard errors (at the classroom-level) are in parentheses.
*** p<0.01, ** p<0.05, * p<0.1.

1.6 Mechanisms

Two potential mechanisms that could explain this treatment effect are 1) stu-

dent effort and 2) student confidence. I pre-register that student effort would be

proxied by the likelihood that students click on the “Help Video” link provided to

them for each task, and that student confidence is estimated by a self-reported

survey question administered right before the pre-test and post-test.

1.6.1 Student Effort

In each task, students in both the Passive Task and Video Creation classrooms

were provided a link to a “Help” video on YouTube. While the video was the
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same for the Passive Task and Video Creation classrooms for any given teacher-

task dyad, the links in the Google Forms were embedded in separate bitly links for

each classroom. The bitly link allows for tracking of the total number of times that

a link has been clicked. While it cannot be ascertained whether a given student

clicked on a link, or even whether the same link was clicked multiple times by the

same person, this total provides an estimate of the likelihood that a student in a

given classroom clicked on the link.

I estimate Vk as the Viewing likelihood for any given classroom. This is com-

puted by taking the total number of clicks for a given classroom across all tasks,

and then dividing it by the total number of students in the classroom, and then

again dividing by the number of tasks. I estimate the following regression, where

the unit of observation is a classroom:

Vk = α0 + α1Ck + uk

Here, Vk is the Viewing likelihood, Ck is a binary indicator where 1 = Video

Creation class period and 0 otherwise, and uk = error term. Note that control

classrooms are excluded from this by construction because not having any tasks

means that a Viewing likelihood cannot be estimated. The results for this regres-

sion are shown in Table 1.4.

The average likelihood of clicking on a video is 11% for students in Passive

Task classrooms, and is over twice that (25%) for studentss in Video Creation

classrooms. This result contributes to disentangling the opposing forces on student

effort described in section 1.3. Here, a student who is inelastic with regards to the

total amount of time invested in math would be less likely to click on this help video
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Table 1.4: Impact of Video Creation Treatment on Click Likelihood
(1)

Click Likelihood

Video Creation 0.143***
(0.0341)

Constant 0.110***
(0.0239)

Observations 100
R-squared 0.153

Note: Each unit of observation in this regression is a classroom. Video Creation is a binary
variable with a value of 1 if that classroom was assigned to the Video Creation treatment, and
0 if assigned to the Passive Task treatment. The outcome variable is the probability of a
student in that classroom clicking on the help video resource for any given task. The standard
error of the coefficients are in parenthesis.
*** p<0.01, ** p<0.05, * p<0.1.

link when assigned to the Video Creation treatment relative to the Passive Task

treatment. On the other hand, a student who puts a high enough value on the video

viewer’s perception of them and treats passive and active effort as complementary

would be more likely to click on the link. These results highlight that the video

creation task might be sufficient enough to induce student motivation to apply

more effort, which is generally hard to move (Burgess et al., 2021; Cotton et al.,

2020). Additionally, this shows that a mechanism through which teaching can

help people learn is that teaching induces people to put in more time preparing,

implying that lab studies that hold the total amount of preparation time constant

are underestimating the true general equilibrium impact of “learning by teaching”

interventions.
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1.6.2 Student Confidence

One possible mechanism through which this intervention would improve stu-

dent skills is through improving their confidence in their math skills, and this con-

fidence would lead to a skill-improving change in “mindset” (Yeager and Dweck,

2012). If this were the case, we would expect the treatment students to end the

semester with higher changes in confidence than the control group. Another pos-

sibility is that as the students in the Video Creation classrooms explained math

in their videos, their lack of initial understanding became clearer to them. This

is what psychologists call "Illusion of Explanatory Depth" (Rozenblit and Keil,

2002). If this is prevalent, then we would expect a zero or negative change in math

confidence among the treatment group. Table 1.5 shows the regression results of

the treatment on math confidence at the end of the semester, normalized for each

teacher and measured in standard deviation units.

I find that the video creation treatment led to an insignificant change in math

confidence. One possibility is that both mechanisms are at play, and canceling each

other out, where math confidence is initially lowered when students explain math

and get a realistic sense of their skills, but then sustained explanations over time

makes them improve their overall math confidence as they gain experience with

explaining math. Future iterations of this study could have a weekly confidence

check-in question to explore the dynamics of confidence as students continue to

produce videos.
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Table 1.5: Impact of Video Creation Treatment on Math Confidence
(1)

Math Confidence

Assigned Either Task 0.0152
(Passive or Video Creation) (0.0430)

Video Creation -0.0290
(0.0313)

Baseline Confidence 0.665***
(0.0182)

Teacher Fixed Effects Yes
Observations 1,779

Note: The Assigned Either Task variable in the first row is binary with a value of 0 for
students in the control group, and a value of 1 for students in either the Passive Task or Video
Creation group. The Video Creation variable in the second row is binary with a value of 0 for
students in either the control or Passive Task group, and a value of 1 for students in the Video
Creation group. The outcome is the student’s overall self-reported level of confidence in their
math skills (on a scale from 1 to 10), measured in standard deviation units. Clustered standard
errors (at the classroom-level) are in parentheses.
*** p<0.01, ** p<0.05, * p<0.1.

1.7 Distribution of Treatment Effects

One feature of this experimental design is that it allows for the estimation of

an individual treatment effect for each teacher. Class sections (e.g. 3rd versus 4th

period) are typically randomly assigned in schools, and this study ensures that

each teacher has at least one class period that creates videos and one period that

does the passive task. While there might still be classroom peer effects at play,

and while the sample size for any given teacher is typically only between 30-90

students, we can think of this study as having conducted a set of 41 small RCTs,

one for each teacher.
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I estimate the treatment effect of the Video Creation treatment relative to the

Passive Task treatment on the PSAT post-test for each teacher individually, con-

trolling for the baseline PSAT pre-test. This allows for a distribution of treatment

effects which is shown in Figure 1.3. From this, we can see that approximately

80% of teachers had a positive treatment effect, and 20% had a negative treatment

effect.

Figure 1.3: Distribution of Treatment Effects

As described in Section 1.3, a negative treatment effect is possible in this design

for students who would choose to complete their assigned task if they are in the

Passive Task classroom, but not if they are in the Video Creation classroom. The

distribution in Figure 1.3 shows that some teachers had negative treatment effects,

including one that had a large (greater than 1 SD) negative treatment effect. I

assess whether the difference in task completion rate between a teacher’s Passive

Task and Video Creation classrooms predicts a teacher’s treatment effect size.
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Figure 1.4: Relationship Between Compliance and Treatment Effect

Figure 1.4 shows the relationship between compliance and treatment effect.

The x-axis shows a teacher’s task completion rate for their Video Creation class-

room minus that of their Passive Task classroom, and the y-axis shows the treat-

ment effect size. Note that most teachers have a negative value for the x-axis

variable because the task completion rate for their Passive Task classrooms was

greater than that of their Video Creation classroom. We visually see a positive re-

lationship, which is confirmed by a statistically significant positive slope as shown

in Table 1.6.

This implies that teachers who were able to induce high compliance in their

video creation classroom were able to achieve a high treatment effect. This rela-

tionship is not causal, so it is unclear whether this relationship is because of the

high compliance rate or because of some other characteristic about the teachers

who managed to induce a high compliance rate. Future work could see whether ex-
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Table 1.6: OLS regression of Compliance on Treatment Effect
(1)

Treatment Effect

Difference in Compliance Rate 1.044***
(Video Creation minus Passive Task) (0.290)

Observations 35
R-squared 0.281

Note: The independent variable in this regression is the compliance rate of that teacher’s Video
Creation class section minus the compliance rate of that teacher’s Passive Task class section.
The outcome variable is the treatment effect, measured in standard deviation units, for each
teacher. The standard error of the coefficient is in parenthesis.
*** p<0.01, ** p<0.05, * p<0.1.

perimentally inducing higher compliance, for example by having these assignments

count for a high fraction of the overall course grade, leads to a higher treatment

effect.

1.8 Conclusion

One goal of social science research is to estimate the impact of interventions that

have the potential to be implemented widely. A pilot version of this intervention

involved randomly assigning some students to a treatment where they tutored a

student in a grade below them. Even when measures were taken to ensure that

the tutor had higher baseline skills than the student, the compliance rate was

exceedingly low. High financial incentives were not enough to induce a sufficiently

large compliance rate to detect an Intent-to-Treat effect. There were additional

costs involved in logistically ensuring that students had a space (even if it was

virtual, a shared link) to meet. The nature of the intervention tested in this
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project was a result of attempting to ensure that this paper tested a version of

a program that we may expect when implemented on a larger scale, or “policy-

based” evidence as per List (2024b). The direct implementation cost of this project

was approximately $10 per student.6 Given the treatment effects in this study,

the benefit-cost ratio is estimated to be on the high end of other successfully

implemented educational interventions (Guryan et al., 2023; Kline and Walters,

2016)

However, as this intervention and others like it are scaled, we should be mindful

of the distribution of treatment effects. In particular, if some students have a high

probability of a negative treatment effect, then scaling should be done with caution.

The treatment effect in this study was consistently positive for teachers who had

a high compliance rate of video creation relative to the passive task. If a teacher

notices that their compliance rate is low and cannot do much to change it, then

having the non-compliers engage in the passive task might be a way to maximize

societal welfare. Of course, there is a moral hazard if students know that they will

be assigned a less challenging task if they simply refuse to participate for the first

few assignments.

Future versions of this project that have a larger number of teachers and covari-

ates could utilize machine learning methods such as causal forest to help identify

determinants of compliance to judge whether teachers should assign these tasks

(Davis and Heller, 2017; Wager and Athey, 2018). Future work could also analyze

the student generated videos to see if there are characteristics of created videos

that are predicted to have higher treatment effects7 Additionally, there might be

6. $25,000 cost, primarily on teacher incentives, for approximately 2,500 students

7. The data agreements made with districts in this study did not allow for matching videos
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potential for a version of this intervention to impact learning in other contexts,

such as training workers to improve productivity by asking them to teach or create

video explanations for others.

with test scores and did not allow researcher access to videos from enough classrooms.
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CHAPTER 2

THE TRADE-OFF BETWEEN QUALITY AND

QUANTITY

2.1 Introduction

Recent work has spurred nationwide interest in the promise of high-dosage

tutoring as a means to close the achievement gap for adolescents (Guryan et al.,

2023; Nickow et al., 2020). This has led to several studies on how tutoring can

be delivered at scale (Cortes et al., 2024; Kraft et al., 2022; Kraft and Lovison,

2024; Kraft et al., 2024; Robinson et al., 2022, 2024). Two features of tutoring to

consider are 1) tutoring group size and 2) tutoring frequency. Some work suggests

that it would be ideal to have a group size of no more than 2 students, and a

frequency of 3-4 times per week (Guryan et al., 2023). However, the cost involved

in doing this might not be feasible for many schools. If a school were to implement

a lower-cost version of this ideal tutoring program, should they cut their spending

by having larger groups, or by reducing the frequency?

In this paper, I evaluate the impact of an Indiana KIPP1 charter middle school’s

math tutoring program. All 343 students in the middle school (grades 6-8) were

randomly assigned to either a control condition or to receive in-school math tutor-

ing during another elective class period. Of the 149 students who were randomly

assigned to receive tutoring, 62 were randomly assigned to receive tutoring in 2-

student groups twice per week, and 87 were randomly assigned to receive tutoring

in 3-student groups thrice per week. The total cost per student is equal in these two

1. https://en.wikipedia.org/wiki/KIPP
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treatments ($40 per week per student). So, this design allows us to test whether a

budget-constrained school would get a higher return on investment from providing

more frequent tutoring in larger groups, or less frequent tutoring in smaller groups.

Overall, I find that the 2-student group tutoring led to a significant improve-

ment on math skills (0.23 SD), whereas the equal-cost, more frequent tutoring

in the 3-student groups did not lead to a significant improvement in math skills.

These results are robust to: alternative specifications of the outcome variable; “tu-

tor” fixed-effectss; attrition tests; and multiple hypothesis testing concerns (List,

2024a).

This study contributes to the literature on human capital development. Many

interventions aimed at improving child skills target either the home environment or

the classroom environment (Alsan and Eichmeyer, 2021; Kalil et al., 2024, 2023a;

Mayer et al., 2023; Shah et al., 2023; York et al., 2019). This study is an example

of an intervention that takes place during the school day but not by teachers,

thereby targeting student skills without monopolizing either teachers’ or parents’

time.

This study also contributes to our understanding of the nature of the educa-

tional production function (Lazear, 2001). The results in this study imply that the

gain in instructional quality from a smaller group size outweighs the gains from a

larger volume of exposure to tutoring. This is consistent with other work showing

that reducing tutoring group size can improve outcomes (Kraft and Lovison, 2024;

Robinson et al., 2024). However, these studies show that the more expensive inter-

vention (smaller group size) is better, which implies that additional assumptions

must be made about the nature of the cost and benefit functions to judge which

version of the program has a higher ROI. The design in the current study frees us
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from needing to make such assumptions in determining the ROI. This work also

relates to the literature on most efficient use of funds in experimental interventions

in education (Fryer et al., 2022; List and Shah, 2022).

The rest of this paper is organized as follows. Section 2 describes the exper-

imental setting and design. Section 3 reports the results, which are discussed in

Section 4.

2.2 Experimental Design

2.2.1 Institutional Setting

The Knowledge is Power Program (KIPP) is the largest network of charter

schools in the United States. This paper reports on an RCT done with one KIPP

school in Indiana. The population served by this school is low-income, with 97%

receiving free or reduced-price lunch. While the school is a K-12 school that serves

over 1,500 students, the tutoring intervention focuses on middle school (grades 6,

7, and 8), which had 343 students enrolled as of January 2024.

The tutoring program began during the 2021-22 school year, and was imple-

mented again in the 2022-23 school year. The tutoring done in school, and students

are pulled from non-core classes (electives) during the school day to receive tutor-

ing, mitigating the need to stay before or after school.

The experimental evaluation of this tutoring took place between January 2024

and May 2024. All enrolled students in middle school were automatically enrolled

to be a part of the study.
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2.2.2 Randomization

A total of 12 classrooms – four in each grade – participated in the study.

Stratified by classroom, students within each classroom were randomly assigned

to one of three treatment conditions: 1) Control, 2) Two-student group tutoring

twice per week, and 3) Three-student group tutoring thrice per week.

To ensure that students in groups were of similar mathematical ability, students

within each classroom were first sorted by baseline performance on the MAP math

standardized test, and then students were (on paper) paired into groups of 2’s

and 3’s with the students closest to them on baseline performance. Then, these

"groups" of 2’s and 3’s were assigned to either receive tutoring or to be in the

control group. This process ensures that the tutoring groups consisted of students

with relatively homogeneous skills, but also that students across the skills spectrum

all had a chance of being assigned to receive tutoring. The full set of randomization

protocols is described in the Pre-Analysis Plan2.

2.2.3 Treatment

From January until May of 2024, 149 of the 343 students were randomly as-

signed to receive tutoring in either groups of 2 or 3 students. Of the 149 students

who received tutoring, 62 were randomly assigned to receive tutoring in 2-student

groups twice per week, and 87 were randomly assigned to receive tutoring in 3-

student groups thrice per week.

2. https://www.socialscienceregistry.org/trials/12858
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2.2.4 Outcome

The outcome variable of this study is the MAP Math assessment, which is

created by the NWEA. NWEA assessments are used by over 50,000 schools and

districts in 149 countries. There are over 16.2 million students using NWEA3. This

assessment is aligned with widely used instructional standards. The MAP Growth

uses the RIT (Rasch Unit) scale to help measure and compare academic achieve-

ment and growth. Specifically, the scale measures levels in academic difficulty.

The RIT scale extends equally across all grades, making it possible to compare a

student’s score at various points throughout their education.4

2.2.5 Missing Data

Some students who moved out of the district during the intervention, and

others were not present during the day of the state-administered MAP Math test.

In these cases where an endline score is not available, I count the students as

having attrited from the sample. I perform attrition tests in the appendix to show

that there is no systematic difference in attrition by treatment condition.

2.3 Results

2.3.1 Descriptive Results

The available administrative data for each student included the student’s gen-

der, race, age, and baseline performance (measured in January 2024) on the MAP

3. For more details about the MAP assessment and RIT scores, see: https://www.nwea.org/

4. See https://teach.mapnwea.org/impl/maphelp/Content/AboutMAP/WhatRITMeans.h
tm
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math assessment.

Overall, the baseline observable characteristics are balanced. The attrition rate

is also not significantly different across treatment conditions.

Compliance

Over the course of the 12 weeks of the intervention, the 2-student group treat-

ment had a median of 16 sessions (1.3 per week), with an average group size

of 1.88 students per session. The 3-student group treatment had a median of 21

sessions (1.8 per week), with an average group size of 2.65 students per session.

Because of absences, those assigned 2-student groups sometimes had 1:1 ses-

sions, and those assigned to 3-student groups occasionally had 2:1 or 1:1 sessions.

This brought the session group sizes down to 1.88 (rather than 2) and 2.65 (rather

than 3) respectively. Additionally, students in both treatment conditions only at-

tended about two-thirds as many sessions as originally intended. While the dosage

was not as high as initially planned, the ratio of the number of additional sessions

received by the 3-student groups relative to the 2-student groups was consistent

with the design to keep the cost the same per student.

The histograms above in Figures 2.1 and 2.2 show the distribution of attendance

for students in the 2-student and 3-student groups respectively. The maximum

sessions for the 2-student group was 20, whereas that of the 3-student groups was

28. The median number of tutoring sessions was 16 for the 2-student groups, and

21 for the 3-student groups. Both have a left-skew distribution, with a majority of

students attending at least 75% of the required sessions, and a handful of students

that were chronically absent.
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Figure 2.1: Histogram for Total number of sessions for 2-student groups

Figure 2.2: Histogram for Total number of sessions for 3-student groups

2.3.2 Main Regression Results

The following pre-registered regression was used to estimate the treatment

effect on math skills:
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yi,t = β0 + β1T2i + β2T3i + β3yi,t−1 + γj + εi

Here, yi,t is the value of outcome at the end of the experiment, yi,t−1 is the

baseline level of outcome, T2i is a binary indicator where 1 = assigned to 2-group

tutoring twice a week and 0 otherwise, T3i is a binary indicator where 1 = assigned

to 3-group tutoring thrice a week and 0 otherwise, γj is the teacher fixed effect for

teacher j, and εi is the error term.

Here, we see in Table 2.1 that there was no significant impact of the 3-student

group tutoring on math skills, but the 2-student group tutoring led to an approx-

imately 4 point increase on the MAP math assessment. This is approximately

0.23 Standard Deviations, which is economically substantive. The second column

shows that the results do not change when the available covariates are included as

controls in our regression.

Table 2.2 shows that the results are practically similar when we choose alter-

native specifications of the outcome. In the first column, we see that the 2-student

group tutoring led to a 6 percentile increase in MAP math performance, which

is substantial. There was no significant impact for the 3-student group tutoring.

The second column uses the growth in MAP math score as an outcome (instead of

using the endline value as the outcome and the baseline value as a control). Here

again we find that there is a similar, large and significant impact of the 2-student

group tutoring on math skills, but no impact of the 3-student group tutoring.
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Table 2.1: Impact of Group Tutoring on Math Scores
(1) (2)

RIT Score RIT Score

2-Student Group Treatment 3.966*** 3.866***
(1.349) (1.356)

3-Student Group Treatment 0.421 0.582
(1.076) (1.022)

Baseline RIT Score 0.821*** 0.811***
(0.0416) (0.0421)

Female -0.812
(0.908)

Black -3.346
(2.060)

Hispanic -2.097
(2.264)

Age -3.087***
(0.905)

Constant 41.81*** 87.84***
(8.747) (15.45)

Observations 302 302
Classroom Fixed Effects Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Note: Clustered standard errors in parentheses.
*** p<0.01, ** p<0.05, * p<0.1.
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Table 2.2: Impact of Group Tutoring on Math Percentile
(1) (2)

RIT Percentile RIT Score Growth

2-Student Group Treatment 6.136*** 3.382**
(1.980) (1.375)

3-Student Group Treatment 1.648 -0.287
(1.596) (1.072)

Baseline Percentile 0.843***
(0.0391)

Constant 7.014*** 4.477***
(1.188) (0.687)

Observations 302 302
Classroom Fixed Effects Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Note: Clustered standard errors in parentheses.
*** p<0.01, ** p<0.05, * p<0.1.

2.3.3 Robustness Checks

Table 2.3 shows the main results when including a tutor fixed effect. Note that

this is only possible to run for a regression that only involves students who received

tutoring, so the comparison is between the 2-student and 3-student groups, rather

than between the treatments and the control group. Further, tutors who only

taught one type of student had to be dropped. This leaves us with an underpowered

sample, but the magnitudes of the treatment effect are consistent in showing that

the 2-student group tutoring leads to about a 0.2 SD point estimate improvement

in math skills relative to the 3-student group tutoring.
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Table 2.3: Treatment Effect with Tutor Fixed Effects
(1) (2)

RIT Score RIT Percentile

3-Student Group Treatment -3.695* -5.164
(2.017) (3.100)

Baseline RIT Score 0.886***
(0.0875)

Baseline Percentile 0.860***
(0.0769)

Constant 31.68 12.51**
(19.62) (5.545)

Observations 89 89
Classroom Fixed Effects Yes Yes
Tutor Fixed Effects Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Note: Clustered standard errors in parentheses.
*** p<0.01, ** p<0.05, * p<0.1.

2.4 Discussion

Taken at face value, the results of this study imply that it would be advanta-

geous to limit tutoring groups to a size of 2 students, even if it means tutoring

has to be less frequent to make up for the additional cost. This might be because

a small enough group size allows for closer relationships to develop between the

tutor and students, and that this is necessary for tutoring to be effective.

One potential concern is that while the 3-student group sessions were assigned

to receive 1.5 times as many sessions as those in the 2-student groups, they only

received 1.33 times as many sessions in practice. However, this difference in im-
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plementation does not seem substantial enough to explain the null effect of the

3-student group tutoring relative to control. Note that we can rule out that the

tutors who performed the 2-student group tutoring were of higher quality than

those who performed the 3-student group tutoring, because tutors were assigned

both types of sessions, and the results are consistent when we include tutor fixed

effects.

A caveat in generalizing this result is that the tutors were college students, and

while they received some tutor training, they did not receive extensive training

on classroom management. If one’s ability to tutor 3 students well depends on

classroom management skills, then it might be the case that tutors with classroom

teaching experience would fare better in the 3-student group tutoring sessions than

the tutors in this study did.
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CHAPTER 3

ENGAGING PARENTS WITH PRESCHOOLS

3.1 Introduction

Many observational studies show that parents who attend school events, volun-

teer at school, are in communication with teachers, and engage in school activities

have children who perform better in school (for example, Castro et al., 2015; Dizon-

Ross, 2019; Domina, 2005; Hill and Tyson, 2009; Liu and White, 2017; McNeal Jr,

2012; Wang and Sheikh-Khalil, 2014). There is some causal evidence of the pos-

itive effects of various forms of parental engagement in schools (Avvisati et al.,

2014). Consistent with the high perceived benefit of parent engagement, publicly

supported preschools such as Head Start are required to spend substantial funds

promoting it (Zigler and Muenchow, 1992).

Despite their prevalence, there is almost no experimental work evaluating the

benefits of parent engagement programs. An RCT to evaluate existing parent

engagement programs would need to exogenously induce parents to attend the en-

gagement programs to which they currently have access. Such an evaluation would

need to have a strong “first stage,” whereby a substantially larger fraction of treat-

ment parents attends engagement programs relative to control parents. Existing

research, which shows that parental attendance tends to be low, suggests that a

novel approach is needed (Avvisati et al., 2010; Marti et al., 2018; Mendez, 2010).

In this paper, we test whether a behaviorally informed intervention that combines

financial incentives and behavioral tools could lead to a substantial increase in par-

ent attendance at engagement events. If successful, this approach could not only
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be used by programs themselves but could be incorporated into future research to

test the causal impact of parental attendance on child outcomes.

We use an RCT to test the combined impact of loss-framed financial incentives

and text-message reminders on parental attendance for 319 parents at preschool-

sponsored family engagement events at six subsidized preschools in Chicago, IL

from November 2018 to March 2019. Our experiment used an opt-out design. Only

20 parents opted out. We include the opt-outs in the main analysis to identify the

intent-to-treat effect because it is more policy-relevant.

Treatment parents were offered $25 per event for eight events. All parents in

our sample earned below the federal poverty line ($25,100 per year for a family

of four at the time of the study), and had an estimated median hourly wage of

$10. The average length of an event was 90 minutes. If we assume 30 minutes

of commute time each way to and from the events, the $25 compensation for 2.5

hours is approximately equal to the parents’ median hourly wage. In addition to

weekly text message reminders with details about the event(s) that week, parents

in the treatment group received their financial incentive using a loss-frame. That

is, parents were initially given $200 in a virtual account (redeemable at the end of

the experiment), but $25 was deducted from their account for each missed event.

Each week, treatment parents received a second text message that indicated how

much money they had remaining in their account.

We find that the treatment led to no significant difference in the fraction of par-

ents that attended at least one event; 57% of control parents and 56% of treatment

parents attended at least one event. However, we find a statistically significant 32%

(7 percentage-point) increase in the attendance rate among parents who already

attended at least one event: among parents who attended at least one event, the
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overall attendance rate across all eight events was 22% for control parents and 29%

for treatment parents. There was no significant heterogeneity in treatment effect

by time of day or event length. We develop a theoretical framework to discuss our

findings. One reason for the lack of treatment effect and low overall attendance

rates might be that parents perceive such school-sponsored events as having a low

expected return on investment for their time.

Our treatment design was based on existing studies designed to increase parental

engagement in children’s learning, broadly defined, especially in low-income fam-

ilies. Several recent experimental studies show that tools drawn from behavioral

economics can boost parental engagement and improve child outcomes, such as

reading, math, and preschool attendance among low-income families (Kalil et al.,

2021; List et al., 2018; Mayer et al., 2023, 2019).

Three experimental studies relate closely to the present work. Gennetian et al.

(2019) and Hill et al. (2021) use a bundle of behavioral tools including reminders,

commitment devices, and personalized invitations to increase parental attendance

at preschool events. While Gennetian et al. (2019) find that behavioral tools

increase attendance, Hill et al. (2021) find no significant effect. One behavioral

tool not included in these studies is loss framing, which the present study tests.

Fryer et al. (2015) test whether financial incentives increase parental attendance

at parenting workshops at a preschool run by that research team. They found

that a $100 incentive for a 90-minute workshop led to a substantial effect on

attendance. The present study differs from Fryer et al. in two ways. First, the

incentive we offer is only a quarter as large, and second, our study is situated in the

ongoing parental engagement events and efforts offered by existing preschools in

the community. This natural setting can help mitigate external validity concerns.
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We contribute to the human capital development literature. Parent engage-

ment is a crucial aspect of child development; we test whether engagement in

school events can be increased in a natural setting. Given our opt-out design, the

results are more likely to hold at scale as compared to studies requiring opt-in

participation (Mayer et al., 2021). An experimental test for the effectiveness of

parental engagement on student outcomes will require a treatment that could reli-

ably provide a substantial exogenous increase in parental engagement. Our study

provides evidence that modest financial incentives, even when combined with re-

minders, do not induce a substantial increase in engagement in preschool events.

We also contribute to the economics of education literature on parent com-

munication. York et al. (2019) found that reminder messages to parents led to

improved child literacy. Kraft and Rogers (2015) found that communication with

parents of high school students increased the likelihood of passing a summer course.

Castleman and Page (2017) found that a text message intervention helped increase

parental engagement in the college enrollment process. Our intervention found a

treatment effect only for parents who were already engaging with their school. This

study provides evidence of the limitations of parent communication interventions

in engaging otherwise disengaged parents.

This study also adds to the recent economics literature on combining financial

incentives with other tools to change behavior (Arad et al., 2023; List and Shah,

2022). For example, Barrera-Osorio et al. (2020) provided financial assistance to

parent associations in Mexico, as well as information to individual parents. They

find that while information led to a change in parent behavior at home, financial as-

sistance did not lead to behavior change for students or parents. Economists have

used loss aversion to increase the effectiveness of incentives in education (Fryer
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et al., 2022; Imas et al., 2017; Levitt et al., 2016). In some instances, loss-framed

incentives may have negative consequences, such as neglecting unincentivized as-

pects of the task (Pierce et al., 2020). However, a recent field experiment in Uganda

showed that loss-framed incentives can increase labor productivity (Bulte et al.,

2020) and found no negative incentive spillovers (Bulte et al., 2021).

The remainder of this paper is organized as follows. In Section 2, we briefly

describe the context of preschool parental engagement programs. In section 3, we

describe our sample and intervention. In Section 4, we present our main results. In

Section 5, we describe a theoretical model we use to interpret our results. Section

6 concludes with policy implications.

3.2 Institutional Background

Although research has demonstrated that increasing parents’ direct engage-

ment with their children increases children’s academic success (Cunha et al., 2006;

Fiorini and Keane, 2014; Heckman and Masterov, 2007; Villena-Roldan and Ríos-

Aguilar, 2012), there is little evidence on the efficacy of the kinds of programs that

preschools provide under the umbrella of family engagement. From its inception,

Head Start has emphasized parent involvement. A founding principle of the Head

Start program was the “maximum feasible participation” of the parents (Harmon,

2004; Zigler and Muenchow, 1992; Zigler and Styfco, 2010). The Head Start Code

of Federal Regulations1 states:

A program must, at a minimum, offer opportunities for parents to

1. Chapter XIII part 1302.51b; available online at https://eclkc.ohs.acf.hhs.gov/policy
/45-cfr-chap-xiii/1302-51-parent-activities-promote-child-learning-development
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participate in a research-based parenting curriculum that builds on

parents’ knowledge and offers parents the opportunity to practice par-

enting skills to promote children’s learning and development.

Parent engagement in preschool is also required in the “Every Student Suc-

ceeds Act,” and many state requirements for preschools also follow Head Start’s

code for parent engagement.2 A few observational studies have considered par-

ent engagement in these types of programs, mainly finding positive correlations

between parent engagement and child academic and behavioral outcomes (Ansari

and Gershoff, 2016).

Regulations are clear that preschool programs should promote parent engage-

ment. Yet, there are few guidelines about what preschools should do to accomplish

this. The Head Start Performance Standards hold that teachers must regularly

communicate with parents about their child’s schooling, hold at least two parent

conferences a year, have at least two home visits, provide parents the chance to

volunteer at the school, implement intentional strategies to engage parents in their

children’s learning and development, offer activities that support parent-child re-

lationships and child development including language, dual language, literacy, and

bi-literacy development as appropriate, and provide family engagement services in

the language and cultural context of the family.3

In addition to the federal regulations, The National Head Start Association

promotes the Two Generations Together initiative, which is focused on increasing

awareness of the “two-generation” adult education and job training models that

2. See https://www.everystudentsucceedsact.org/title-1--1-1-3-1-1-1-1-1

3. See the list of requirements here: https://eclkc.ohs.acf.hhs.gov/policy/45-cfr-c
hap-xiii/1302-34-parent-family-engagement-education-child-development-services
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are part of the comprehensive child and family services delivered by Head Start

programs across the country (Dropkin and Jauregui, 2015). Two-generation ap-

proaches focus on creating opportunities for and addressing the needs of children

and their caregivers together to create economic stability for the family. Providing

parent engagement programs is not costless: not only must preschools dedicate

personnel and space to host and promote the events, but regulations also require

preschools to develop and submit plans for engaging parents. Those plans some-

times must be reviewed by multiple individuals.4

Family engagement activities offered by Head Start programs include school in-

formation sessions, conferences with teachers, social events, parent-child activities,

parent education programs, social service programs, and volunteer opportunities

at the school. In general, research shows that disadvantaged parents communicate

less with their children’s teachers and are less likely to attend parent-teacher meet-

ings and other school events (McQuiggan and Megra, 2017; Turney and Kao, 2009).

So, it is perhaps not surprising that parental attendance at preschool-sponsored

parent engagement events tends to be low (Avvisati et al., 2010). For example,

Mendez (2010) reported that parents attended fewer than two parent-engagement

workshops out of nine offered. In another descriptive study, average attendance at

Head Start parenting events was reported to be about 21% (Marti et al., 2018).

At least three reasons might explain the low attendance. One reason is struc-

tural barriers to attendance, such as work conflicts, lack of transportation, or

other inflexible obligations. A second reason might be that parents don’t believe

the events are worth attending. This may be because the expected benefit from

4. See https://www.everystudentsucceedsact.org/title-1--1-1-3-1-1-1-1-1,
Section 1010, parts B and C
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attending is low or because the opportunity cost of attending is high. A third

potential reason for low attendance is that cognitive biases, such as inattention

or present bias, might influence parenting decisions (Mayer et al., 2019). Parents

may want to attend an event and believe it is worthwhile to attend, but simply

forget to attend or forget to arrange transportation to attend. The intervention

we describe here addresses the second and third of these reasons simultaneously:

financial incentives are intended to offset parents’ opportunity cost, and reminder

messages are intended to offset the influence of present bias and inattention.

3.3 Experimental Design

3.3.1 Sample and data collection

This experiment was conducted between November 2018 and March 2019 at six

preschools serving low-income children in Chicago. Five of these preschools were

Head Start centers. From administrative records, we were able to access three

covariates: the child’s age, the child’s gender, and the family’s primary language.

While parent characteristics were not available at the individual level, the following

averages were provided by the preschools: 9% of parents were unemployed (twice

the national average), the hourly wage was $10 (40% below the national average

at the time), 8% have a bachelor’s degree or higher, and the racial breakdown

consists of approximately 39% black, 38% Hispanic, 12% white, 4% Asian, and 6%

Multi-racial families.

There were 319 parents in total at the six centers, of whom 159 were assigned

to the control group and 160 to the treatment group. The randomization was

stratified by center to ensure that treatment status was balanced within each
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center. Schools informed parents that they might receive text messages as a part of

a project designed to increase parent engagement in preschools. While schools did

not mention randomization or financial incentives, it is possible that some parents

realized that they were randomly assigned to receive (or not receive) messages and

financial incentives by communicating with parents in the other group. All parents

at a center were automatically enrolled in the experiment unless they opted out

via text, email, or phone call. Twenty parents opted out (this is discussed in more

detail in Section 3.4.3).

During the 4-month intervention period, different centers had varying numbers

of parent events but no mechanism for collecting attendance at these events, so

research assistants attended the events in person and collected attendance. We

counted the participant as being “present” for a given event as long as any adult

member of their child’s family attended that event.

To maintain consistency across centers, we chose eight events per center for

which we tracked attendance.5 Any event open to all parents was eligible for

inclusion, and if a center had more than eight such events, we chose a random

subset of eight to include in our intervention. For centers that had fewer than

eight events, we organized additional events with that center so they could offer

eight events to parents.

Our primary outcome is a binary variable indicating whether or not the parent

attended at least one event. Using a linear probability model, the treatment effect

will indicate the fraction of parents who were induced to attend at least one event.

Our secondary outcome measure is the attendance rate, which is the proportion of

5. at one center, the total ended up being seven events due to unanticipated weather-related
cancellation
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the eight events that each parent attended. For example, if a parent attended two

out of eight events, we calculated their attendance rate as 25%. In addition, four

of the six centers offered at least one event beyond the eight used in our study.

We also measured attendance at these additional events, which allows us to assess

whether there were any positive or negative incentive spillovers (see Section 3.4.5).

Events lasted from 60 to 120 minutes, with a median of 90 minutes. No event

was offered on a weekend, and 60% were offered on a Thursday. The start times

of events ranged from 7:30 AM to 6:00 PM, with a median start time of 4:00 PM

and a mode of 3:30 PM. Most events focused on parent-child interactions, such as

“Holiday Crafts Night”, “Healthy Smiles Parent-Child Workshop”, and “Chili and

Chill Family Fun Night.”

A few focused exclusively on parents, such as “Digital Literacy” and “Employ-

ment Workshop.” For these events where the children are not expected to join, all

schools provided on-site childcare for the duration of the events.

3.3.2 Treatment description

We did not make any contact with the control group beyond taking attendance

at events. In contrast, for the treatment group, we sent two text messages per

week and offered them $25 for attending each of the eight events. One of the text

messages (sent on Sundays at 6:00 PM) reminded parents of events taking place

that week as follows:

Plan to go to and sign in at [Preschool Name]’s event this week. You

or another adult who cares for [Child Name] may go.

[Event Name] is on [Day of Week] [Date] at [Time]. Hold onto the $
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in your Bank. Mark your calendar!

Parents received a second text message on Fridays at 6:00 PM, reminding them

of the financial incentive. Treatment parents were told that they could redeem $200

at the end of the study (March 2019), but would lose $25 for each event missed.

The weekly Friday text was as follows:

Your balance is [Amount] as of [Date]. Remember you started with 200

and lose 25 for every event you miss.

Head Start is targeted to parents whose household income is at or below the

federal poverty line. At the time of the study, the federal poverty line for a

family of three was $20,780, and for a family of four was $25,100. The median

hourly earnings of workers in the bottom quintile of the earnings distribution is

$10.22 (Ross and Bateman, 2019). Assuming transportation to and from the event

takes about an hour, the median total time spent to attend each event would

be 2.5 hours. This makes our incentive equivalent to median parents’ financial

opportunity cost.

The cash incentive was provided in a behaviorally-informed design to capitalize

on loss aversion. Loss aversion refers to the idea that people put a greater weight

on losses than on equivalent gains. The theory of loss aversion implies that people

will be more responsive when money is taken from them versus when an equal

amount of money is given to them (Kahneman et al., 1991).

3.3.3 Limitations

One limitation of this design is that the treatment bundles financial incentives,

loss framing, and text message reminders so we cannot identify their unique contri-
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bution to any treatment impact. We bundled the treatments because our goal was

to do a practical efficacy test to boost parental engagement as much as possible.

Another limitation is that parents could not collect their financial incentive

until the end of the intervention. Adherence to this design may be challeng-

ing for parents who are present-biased; that is, disproportionately valuing the

present. Present bias is a relevant cognitive bias that might affect parenting de-

cisions (Mayer et al., 2019). As such, this works against our finding a treatment

impact. The treatment impact could also be diminished if parents did not trust

that they would receive the financial incentive. Theoretically, a clawback design

can give the money upfront and take it back for failure to comply. We did not

think it was ethical to adopt this approach with a sample of low-income parents.

Another compliance concern is that we cannot be sure that participants re-

ceived the text messages or that their phone numbers did not change during the

course of the intervention. We updated phone numbers if and when the schools

did so. However, in our prior work with low-income parents we found that 97% of

the phone numbers we had on file were still active one year after we had collected

them (Kalil et al., 2020, 2023b,c; Mayer et al., 2023).

3.3.4 Power Analysis

To estimate the required sample size for this RCT, we assume the standard

significance level of 0.05 and power of 0.80. Further, we assume that the available

covariates will explain 20% of variation in the outcome, based on pilot testing.

With these assumptions, a target sample size of 300 will allow us to detect a

minimum effect size of 0.29 SD. While this is on the high end of expected effect
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sizes for educational interventions, it is likely achievable for this project based on

pilot testing because of the very low level of baseline engagement among parents.

That is, given that most parents do not attend any events to begin with, a 0.29 SD

treatment effect can be achieved with a modest increase in parental attendance.

3.4 Results

3.4.1 Descriptive statistics

Table 3.1 shows the means and standard deviations for the treatment and

control groups for the three covariates available from administrative data. There

was no significant difference across treatment and control for any of the variables.

Table 3.1: Descriptives and Balance Test
Control Treatment

N Mean SD N Mean SD Diff SE
Female 159 0.51 0.50 160 0.50 0.50 −0.009 0.056
Spanish 159 0.22 0.42 160 0.24 0.43 0.024 0.047
Child’s Age 159 4.18 0.63 160 4.08 0.61 −0.104 0.070

Note: The Diff column is the coefficient of a regression of treatment status on the variable, and
SE is the robust standard error of that coefficient. Female is the proportion of children who are
female. Spanish is the proportion of whose primary language is Spanish rather than English.
Child’s Age is the child’s age (in years) as of November 2018.
* p < 0.10, ** p < 0.05, *** p < 0.01.

Figure 3.1 shows the distribution of total number of events attended by parents.

The mode is zero and the median is one. Our primary outcome variable is a

binary variable with a value of 1 for parents who attended at least one event,

and 0 otherwise. Our secondary outcome is attendance rate, which we compute

by dividing the total number of events a parent attended by the total number of

events offered (eight for 89% of parents, and seven for the remaining 11% whose
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school had an unexpected weather-related cancellation for the eighth event).

Figure 3.1: Distribution of Total Events Attended

3.4.2 Extensive Margin Treatment Effect

We use our experimental data to estimate the following regression:

Ai = α + βTi + γXi + δs + εi

Ai is an indicator for whether parent i attended at least one event, Ti is the

treatment status indicator, Xi is a vector of observable child demographics (age,

gender, and Spanish as primary language), δs represents school fixed effects, and

εi is the error term. Table 3.2 provides estimates of β, with and without school

fixed effects and child covariates.

We find that 57% of parents in the control group attended at least one event,

and that fraction in the treatment group (56%) was not statistically significantly
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Table 3.2: Treatment Effect (Extensive Margin) on Attendance
(1) (2) (3)

Attended Attended Attended

Treatment -0.0161 -0.0145 -0.0135
(0.0557) (0.0491) (0.0493)

Female 0.0394
(0.0498)

Spanish 0.0652
(0.0648)

Child Age (Years) 0.0240
(0.0409)

Constant 0.572*** 0.680*** 0.562***
(0.0394) (0.0658) (0.181)

Observations 319 319 319
School FE No Yes Yes
Covariates No No Yes

Note: Robust Standard errors are in parentheses. The outcome is a binary variable indicating
whether or not the parent attended at least one event. Female is an indicator for whether the
child is female, Spanish is an indicator for whether the household’s primary language is
Spanish, and Child Age is the child’s age in years as of November 2018.
*** p<0.01, ** p<0.05, * p<0.1.

different (p = 0.77). The result does not change when the regression includes

school fixed effects or covariates.

3.4.3 Attrition and Robustness Checks

Because the study had an opt-out design, all 319 parents were automatically

enrolled in the study unless they opted-out via text, email, or phone call. 20

participants dropped out by week two of the study, but none did so after that.
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However, the dropout rate was not balanced between treatment and control: 4

control parents (2.5% of the control group) dropped out, and 16 treatment par-

ents (10% of the treatment group) dropped out. This difference is statistically

significant (p = 0.006).

It was easier for treatment parents to opt out because they were already receiv-

ing text messages and could opt out simply by replying to a text. Control parents,

on the other hand, would have had to initiate a text message, email, or phone call

to opt out. It is also likely that the study was more salient to treatment parents,

given the text messages they were receiving. This may have reminded them that

they were in a study of which they no longer wished to be a part.

We stopped tracking a parent’s attendance after they dropped out. If there

is a relationship between a parent’s decision to drop out and their attendance

rate, then removing these 20 observations may lead to an imbalance in expected

unobservable characteristics between treatment and control. Therefore, we kept

these observations and imputed zero for their attendance for two reasons. First,

the modal parent attended zero events and second, there was zero attendance

among these 20 parents for the data we do have for them prior to their dropping

out.

The binary outcome in the regressions in Table 3.2 has zero imputed as the

outcome for the 20 missing observations. This might depress the true treatment

effect in any case, because most of these observations were in the treatment group.

In Table 3.3, we show the results of running the same regression as in Table 3.2,

with some alternative imputations for the missing outcomes.

In column 1 of Table 3.3, the missing values of the outcome have 1 imputed,

rather than 0. The treatment effect is still statistically insignificant, showing that
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Table 3.3: Treatment Effect with Alternative Outcome Specifications
(1) (2) (3)

Attended (Alt) Attended (Low) Attended (High)

Treatment 0.0634 -0.0385 0.0883*
(0.0471) (0.0485) (0.0480)

Female 0.0141 0.0358 0.0177
(0.0482) (0.0491) (0.0489)

Spanish 0.0530 0.0663 0.0520
(0.0619) (0.0624) (0.0641)

Child Age (Years) 0.0433 0.0248 0.0425
(0.0382) (0.0401) (0.0391)

Constant 0.540*** 0.589*** 0.513***
(0.169) (0.177) (0.174)

Observations 319 319 319
School FE Yes Yes Yes
Covariates Yes Yes Yes

Note: Robust Standard errors are in parentheses. All outcomes are a binary variable indicating
whether or not the parent attended at least one event. The outcome in column 1 imputes “1”
for all missing outcome data, as opposed to the 0 that was imputed in the regression in Table
3.2. Columns 2 and 3 impute missing data such that column 2 produces a lower bound on the
treatment effect, and column 3 an upper bound. Specifically, column 2 imputes a 0 for all
missing treatment observations and a 1 for all missing control observations, and column 3 does
the reverse. Female is an indicator for whether the child is female, Spanish is an indicator for
whether the household’s primary language is Spanish, and Child Age is the child’s age in years
as of November 2018.
*** p<0.01, ** p<0.05, * p<0.1.

our main findings do not depend on whether we impute 0 or 1 for the missing

values of the binary outcome. As a bounding exercise, columns 2 and 3 of Table

3.3 show the lower and upper bound of the treatment effect. In column 2, we

impute 0 for missing treatment values, and 1 for missing control values, which

gives the lower bound of the treatment effect. In column 3, we impute 1 for all
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missing treatment values and 0 for all missing control values, which gives an upper

bound of the treatment effect. None of these estimates of β are significant at the

5% level, showing that the imputation technique is not driving the results.

3.4.4 Intensive Margin Treatment Effect

Table 3.4 shows the main regression from earlier in column 1, followed by al-

ternative outcome specifications in columns 2 and 3. The outcomes are binary

variables where 1 indicates whether that parent has attended at least 2 and 3 ses-

sions, respectively, and zero otherwise. Here, we see that while the treatment may

not induce a parent to attend at least 1 session, there is a statistically significant

(α=.05 level) impact of the treatment on the likelihood that a parent attends at

least 3 events. This shows that while there is not an “extensive” margin treatment

effect, there might be an “intensive” margin treatment effect, such that parents who

already attend sessions are more likely to attend additional sessions as a result of

the treatment.

To explore this further, Table 3.5 shows the treatment effect when the outcome

is a continuous variable representing the attendance rate, which is computed as the

total number of events a parent attended divided by the total number of events.

Column 1 shows the regression results from the full sample. The attendance

rate for the control group is 12.9%, and that of the treatment group is 16.5%,

leading to a 3.6 percentage point treatment effect. This is the Intent To Treat

(ITT) estimate of being assigned to the treatment group on attendance. This

difference is statistically significant at the 10% level, but not the 5% level. Column

2 shows the results of the regression when the sample is limited to parents who
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Table 3.4: Treatment Effect on Attending At Least 1, 2, 3 Events
(1) (2) (3)

At Least 1 Event At Least 2 Events At Least 3 Events

Treatment -0.0135 0.0541 0.0741**
(0.0493) (0.0479) (0.0343)

Female 0.0394 0.0451 0.0292
(0.0498) (0.0486) (0.0368)

Spanish 0.0652 0.136** 0.0758
(0.0648) (0.0651) (0.0524)

Child Age (Years) 0.0240 0.0256 0.0120
(0.0409) (0.0390) (0.0252)

Constant 0.562*** 0.335* 0.0941
(0.181) (0.176) (0.115)

Observations 319 319 319
School FE Yes Yes Yes
Covariates Yes Yes Yes

Note: Robust Standard Errors are in parenthesis. The outcome in column 1 is a binary
variable where 1 indicates that the parent attended at least 1 event, and 0 otherwise. Similarly,
columns 2 and 3 are binary variables where 1 indicates that the parent attended at least 2 and
3 events respectively, and 0 otherwise. Female is an indicator for whether the child is female,
Spanish is an indicator for whether the household’s primary language is Spanish, & Child Age
is the child’s age in years as of November 2018.
*** p<0.01, ** p<0.05, * p<0.1.

attended at least one event. Because the extensive margin effect is zero in this

sample, the group of parents who attend at least one event in the treatment and

control are arguably comparable on unobservable characteristics. Any difference

in their outcomes could therefore be interpreted as the intensive margin treatment

effect under this assumption.

Of the 91 control parents who attend at least one event, the attendance rate
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Table 3.5: Treatment Effect (Intensive Margin) on Attendance
(1) (2)

Attendance Rate Attendance Rate

Treatment 0.0356* 0.0700**
(0.0195) (0.0270)

Female 0.0249 0.0326
(0.0203) (0.0271)

Spanish 0.0548** 0.0469
(0.0264) (0.0345)

Child Age (Years) 0.00862 0.00496
(0.0142) (0.0190)

Constant 0.144** 0.241***
(0.0629) (0.0817)

Observations 319 180
School FE Yes Yes
Covariates Yes Yes

Note: Robust Standard Errors are in parenthesis. The outcome is the attendance rate for each
parent, computed as the percentage of all 8 (or 7) events attended by that parent. The
regression in column 1 includes all observations, whereas the regression in column 2 conditions
the regression on the parent attending at least one event. Female is an indicator for whether
the child is female, Spanish is an indicator for whether the household’s primary language is
Spanish, & Child Age is the child’s age in years as of November 2018.
*** p<0.01, ** p<0.05, * p<0.1.

across all events is 22%: parents attend an average of 1.78 events. Of the 89 treat-

ment parents who attend at least one event, the attendance rate is 29% across

all events: parents attend an average of 2.33 events. Column 2 of Table 5 shows

that this 7-percentage-point difference is statistically significant at the 5% level.

In relative terms, this is a 32% intensive margin treatment effect on attendance

rate. In practical terms, treatment parents attended 0.55 additional events (out of
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eight), which corresponds to a 0.37 standard deviation increase. This magnitude

of treatment effect is considered large among RCTs in education (Kraft, 2020).

Despite this high relative treatment effect, the level of attendance for the treat-

ment group is still low in absolute terms, which we interpret using a theoretical

framework described in Section 3.5.

We explore heterogeneity in the treatment effect of the continuous-specified

attendance rate. We looked at heterogeneity based on two quantitative features

of events that we could observe: event length and event timing. The events lasted

between 60 and 120 minutes, with a median length of 90 minutes. The treatment

effect on attendance rate was larger for shorter events, but this difference was not

statistically significant (p = 0.334). For event timing, the median start-time for

events was 4:00 PM (Note: school pick-up time for most centers was between 3:30

and 4:30 PM). There was no significant difference in the treatment effect for events

that took place in the evening versus during the daytime, nor was the interaction

term significant when event start time is treated as a continuous variable.

3.4.5 Incentive Spillover

One potential concern with our treatment is that rather than increasing the

total number of events a parent attends, our treatment might simply make parents

reprioritize which events to attend. For instance, if a parent in the treatment

group was planning to attend exactly three events in total for the year, then our

treatment might simply induce them to attend our events, for which they would

be paid, instead of other events the school may offer. In that case, our treatment

would have a negative incentive spillover.
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In contrast, attending more events as a result of the treatment might make a

parent develop a habit of attending events. As a parent attends more events, they

might view the barriers to attending as less costly or the benefits to be gained as

greater than previously perceived. Or, perhaps they form friendships with other

parents or teachers at the additional events they attend, which increases their

expected return on attending events in general. This increased likelihood of habit

formation to attend events would be a potentially positive incentive spillover.

We can assess incentive spillovers for 211 parents because four of the six centers

offered at least one event beyond the eight used in our study.6 There were seven

such events in total across the four centers. These events took place within the

four-month window of our study, after the eight incentivized events. Specifically,

for 134 parents (42% of our sample) we have attendance data for at least two events

beyond the eight in the experiment. The treatment effect on the attendance rates

at these unincentivized events is shown in Table 3.6.

The results show that there was a positive incentive spillover: treatment parents

are nearly twice as likely as control parents to attend one of the unincentivized

events. Specifically, 14.8% of the treatment parents attended at least one event

after the incentives ended, compared to 8.3% of the control parents. This difference

is statistically significant at the 10% level but not the 5% level.

One concern might be that the treatment parents might not be aware that the

incentives have ended. However, this is unlikely to be the case because treatment

parents received weekly text messages with the specific name of each upcoming

incentivized event, and a reminder of the incentive for attending that event. Such

6. The treatment effect for these four centers is similar to the treatment effect for the overall
sample.
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Table 3.6: Treatment Effect on Attendance at Unincentivized Events
(1) (2)

Unincentivized Unincentivized
Attendance Rate Attendance Rate

Treatment 0.0653* 0.0694*
(0.0359) (0.0362)

Female -0.00164
(0.0369)

Spanish -0.00124
(0.0360)

Child Age (Years) 0.0328
(0.0313)

Constant 0.0825*** -0.0176
(0.0231) (0.138)

Observations 211 211
School FE No Yes
Covariates No Yes

Note: Robust Standard Errors are in parenthesis. The outcome is the attendance rate for each
parent at events that were not financially incentivized by the program, after the treatment
ended. These regression only include the 211 parents at the 4 centers that had these additional
events. Female is an indicator for whether the child is female, Spanish is an indicator for
whether the household’s primary language is Spanish, & Child Age is the child’s age in years as
of November 2018.
*** p<0.01, ** p<0.05, * p<0.1.

texts were not sent out for the unincentivized events.

While this sample of seven total events across four centers might not be con-

vincing enough to confidently claim that the treatment causes parents to begin a

regular habit of attending events after incentives are removed, the evidence is sug-

gestive. This also shows negative incentive spillovers are likely not a concern: our

treatment does not seem to divert attendance away from unincentivized events.
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3.5 Theoretical Framework

To better interpret our findings, we next present a model of parental decisions

to engage with their child’s school.

3.5.1 A Simple Model of Parental Decision Making

Suppose ei ∈ {0, 1} represents parent i’s decision on whether to engage with

their child’s school (such as attending school-sponsored events), where ei = 1

indicates engaging and ei = 0 is not engaging. Suppose Bk is the parent’s perceived

benefit from attending event k, and ci ∈ R+ is the parent’s opportunity cost of

attending event Bk. If event k is an hour long, then ci would represent that

parent’s hourly wage. Let F (c) represent the cumulative distribution function for

hourly wage (opportunity cost) c. The parent’s utility function u(ei) is given by:

u(ei) = (ei)(Bk) + (1− ei)(ci)

A parent’s optimal decision would therefore be to attend (e∗i = 1) the event

when u(1) ≥ u(0), which happens when Bk ≥ ci. This happens with probability

F (Bk).

3.5.2 Reminders

One way in which a reminder can influence behavior in this context is to simply

inform the parent of something that they were not aware of (such as the event’s

time and location, or that it is happening at all). Another channel is that even

if the parent was aware of the event details, a reminder can bring the event “top
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of mind” for the parent. Parents who would optimally choose to attend an event

(ones with ci < Bk) might not attend if the event is not on the top of their mind.

This might occur if the parent has multiple competing demands on their attention.

For this type of parent, a text message reminder can prompt action.

Suppose there are two types of parents: attentive and inattentive. Let this

be denoted by αi ∈ {0, 1}, where α = 1 denote the ‘attentive’ type of parent,

who is both informed of an event and it is on their top of mind. For this type of

parent, a text message reminder would not change anything. Let α = 0 denote an

inattentive parent, who is either uninformed of the event, or is informed but the

event is not at the top of their mind. We will not distinguish among the reasons

a parent might be inattentive, and will simply note that a reminder can influence

this type of parent if their optimal decision is to attend (ci < Bk). Note that we

are ignoring the possibility that a parent might be so inattentive that they miss

a reminder message; we are assuming that even the α = 0 parent would notice

a reminder message in time for the event. Overlaying attention with opportunity

cost, our type space for parents is τ = (αi, ci) ∈ {0, 1} × R+. We can amend the

simple utility function above to incorporate α as follows:

u(ei) = (ei)(αiBk) + (1− ei)(ci)

The attentive types have the same utility function as before, and their decision

to attend will be dependent on whether ci < Bk. However, an inattentive type

would never choose to attend the event, assuming ci > 0.

Let us now define a reminder intervention as one that sets a parent’s αi = 1.

This means that for already attentive types, nothing changes. Additionally, those
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with ci > Bk will choose not to attend regardless of their attentiveness type, and

will therefore also not be affected by this intervention. The only parent that would

be prompted to go because of a reminder is one with both αi = 0 and ci < Bk.

Denoting the proportion of attentive parents P[αi = 1] = θ, the expected

proportion of parents who attend event k without the reminder intervention is

θF (Bk). The expected proportion with the reminder intervention would be F (Bk),

making the expected treatment effect (1− θ)F (Bk).

3.5.3 Financial Incentives with Loss Aversion

Now to incorporate financial incentives, suppose that a parent is given m1

dollars for attending the event, and m0 for not attending the event. This makes

the utility:

u(ei) = (ei)[αi(Bk + v(m1))] + (1− ei)[ci + v(m0)]

Where v(m) is given by the standard reference-dependent loss aversion value

function:

v(m) =


m− r, m ≥ r

γ(m− r), m < r

Loss aversion is when γ > 1. Empirical estimates of γ in the literature are

around γ ≈ 2, implying that a losses have twice the impact of an equivalent gain

(Benartzi and Thaler, 1995).

Consider an intervention that gives m dollars to parents for attending event k.

If the money is to be given after the event, we can think of the reference value

r as being 0. With m1 = m,m0 = 0, r = 0, this gives v(m1) = m, v(m0) = 0,
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implying that for an attentive type of parent, the optimal decision is to attend if

Bk +m ≥ ci.

If instead the parent is given m dollars up front, and then are asked to return

the money in case they do not attend the event, this now changes our reference

to r = m. With m1 = m,m0 = 0, r = m, this gives v(m1) = 0, v(m0) = −γm,

implying that for an attentive type of parent, the optimal decision is to attend if

Bk+γm ≥ ci. This implies that a loss averse framing would induce a higher share

of parents to attend the event, since it increases the opportunity cost threshold

above which a parent would choose to not attend.

The new expected proportion of parents who would attend the event after an

intervention that combines reminders with a loss-aversion-framed incentive of m

dollars would be F (Bk + γm). This would make the expected treatment effect

equal to F (Bk + γm) − θF (Bk). Note that the treatment effect is larger when

cognitive biases are stronger (the larger the γ and lower the θ).

3.5.4 Interpreting our findings

If all parents behave like rational agents (γ = 1 and θ = 1), the expected

treatment effect is F (Bk +m) − F (Bk). Given the low baseline attendance rate

in the control group, F (Bk) is a fairly low number, meaning most parents have

an opportunity cost greater than perceived benefit Bk. Because our monetary in-

centive is approximately equal to the median financial opportunity cost, we would

expect that receiving m in addition to the perceived event benefit Bk would induce

a majority of parents to attend in a frictionless world. That is, we would expect

F (Bk +m) to be greater than 0.50 if there were no structural barriers preventing
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parents from attending beyond the opportunity cost of attending. However, we es-

timate that F (Bk+m) is far below this, because the treatment group’s attendance

rate was less than 20%, let alone 50%. Note that lack of substantive treatment

effect is even more puzzling if parents have cognitive biases (γ > 1 and θ < 1).

One potential interpretation here is that structural barriers to attendance, such

as work conflicts or inflexible obligations, are far too prevalent for interventions

such as ours to be able to reasonably change parental engagement. Another in-

terpretation is that parents’ perceived benefit of attending an event, Bk, is in fact

negative. That is, if parents view attending such events as having a psychic cost

and no associated benefit (Bk < 0), then this is consistent with observing atten-

dance rates of less than 50% despite parents being offered the median opportunity

cost as financial compensation.

Whether it is structural barriers or no perceived value added for events, the

implication here may be that financial compensation to increase parental engage-

ment will likely not increase parental attendance to substantial levels unless the

compensation is much higher than the median parent’s hourly wage (for example,

Fryer et al., 2015). Depending on cost constraints, this implies that providing par-

ents with financial incentives is likely not a feasible strategy to increase parental

engagement for most preschools.

3.6 Conclusion

We designed an experiment to test whether financial incentives combined with

reminders could increase low-income parents’ attendance at parent engagement

events at their children’s preschools. We focus on these events because schools
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are mandated to offer them, because prior research shows that lack of attendance

is a persistent problem, and because parent-school connections are theoretically

relevant for children’s skill development. We used financial incentives to test a

theory about parents’ assessments of the value of their attendance. We chose an

amount for a financial incentive that approximated parents’ opportunity costs in

the labor market. To maximize the impact of the financial incentives we offered

them to parents in a loss aversion framework. We used reminders – a common

behavioral tool – to mitigate information frictions and parental inattention, that

is, to make the information about the school events salient or “top of mind” to

parents.

Our results show that the treatment had no impact on parents who did not at-

tend any events, but did increase the attendance rate among parents who attended

at least one event. The treatment also increased parents’ likelihood of attend-

ing unincentivized events, which provides suggestive evidence that our treatment

might help already-engaged parents strengthen a habit of engaging. Yet, even

among parents who attend at least one event, the attendance rate for treated

parents is still far below what many schools aspire to. It would be hard not to

conclude from this study and related recent ones that preschools serving disadvan-

taged children should abandon or wholly reimagine their efforts to induce parents

to attend school events. Structural barriers to attendance such as work conflicts

may put a ceiling on expected parental engagement even in an ideal scenario.

Parents may also view such events as having a low expected return for their

time, and may need to be compensated substantially more than their lost earnings

to attend. Schools may have more success in parental attendance by offering events

that parents perceive as being worthwhile. As such, future work can randomize
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the type of events schools offer to better understand parents’ preferences.
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